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#### Abstract

Gabidulin codes, serving as the rank-metric counterpart of Reed-Solomon codes, constitute an important class of maximum rank distance (MRD) codes. However, unlike the fruitful positive results about the list decoding of Reed-Solomon codes, results concerning the list decodability of Gabidulin codes in the rank metric are all negative so far. For example, in contrast to ReedSolomon codes, which are always list decodable up to the Johnson bound in the Hamming metric, Raviv and Wachter-Zeh (IEEE TIT, 2016 and 2017) constructed a class of Gabidulin codes that are not even combinatorially list decodable beyond the unique decoding radius in the rank metric. Proving the existence of Gabidulin codes with good combinatorial list decodability in the rank metric has remained a long-standing open problem.

In this paper, we resolve the aforementioned open problem by showing that, with high probability, random Gabidulin codes over sufficiently large alphabets attain the optimal generalized Singleton bound for list decoding in the rank metric. In particular, they achieve list decoding capacity in the rank metric.

Our work is significantly influenced by the recent breakthroughs in the combinatorial list decodability of Reed-Solomon codes, especially the work by Brakensiek, Gopi, and Makam (STOC 2023). Our major conceptual and technical contributions, which may hold independent interest, consist of the following: (1) We initiate the study of "higher order MRD codes" and provide a novel unified theory, which runs parallel to the theory of "higher order MDS codes" developed by Brakensiek, Gopi, and Makam. (2) We prove a natural analog of the GM-MDS theorem, proven by Lovett (FOCS 2018) and Yildiz and Hassibi (IEEE TIT, 2019), which we call the GM-MRD theorem. In particular, our GM-MRD theorem for Gabidulin codes is strictly stronger than the GM-MDS theorem for Gabidulin codes proven by Yildiz and Hassibi.
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## 1 Introduction

A rank-metric code is a collection of matrices in $\mathbb{F}_{q}^{m \times n}$ with $m \geq n$, where the distance between two matrices $A$ and $B$ is defined to be the rank of $A-B$. Introduced by Delsarte [Del78] as a combinatorial curiosity, rank-metric codes have since developed into a field of study with applications and connections spanning network coding [KK07, SKK08, KK08, SK09], space-time coding [LGB03, LK05], cryptography [Gib96, Gib95, Loi10, Loi17], and pseudorandomness [FS12, FG15, GWX16, GRX21, GVJZ23].

A rank-metric code $C$, with rate $R$ and relative minimum distance $\delta$, must satisfy the Singleton bound $1-R \geq \delta$. If the equality $1-R=\delta$ is attained, then the code $C$ is called a Maximum Rank Distance (MRD) code. Gabidulin codes [Del78, Gab85, Rot91], an important class of MRD codes, can be viewed as the linearized versions of Reed-Solomon codes. They are defined through the evaluation of linearized polynomials within a subspace. This perspective positions Gabidulin codes as a perfect analogy to Reed-Solomon codes in the rank metric setting. Similar to Reed-Solomon codes, one can design highly efficient encoding and unique decoding algorithms for Gabidulin codes by generalizing the Berlekamp-Welch algorithm [KK08]. However, regarding the list decoding regime, it is unknown whether exist any Gabidulin codes that can be list decoded beyond the unique decoding radius. In comparison, the celebrated Guruswami-Sudan list decoding algorithm [GS99] can list decode any Reed-Solomon code up to the Johnson bound. Thus, a long-standing open problem remains for rank-metric codes:

Open Problem 1.1. Are Gabidulin codes algorithmically or combinatorially list decodable ${ }^{1}$ beyond the unique decoding radius in the rank metric?

In this paper, we provide a positive answer to the "combinatorial" aspect of this problem. Namely, we prove that Gabidulin codes with random evaluation subspaces are combinatorially list decodable up to the generalized Singleton bound with high probability in the rank metric. Our approach is inspired by the recent progress regarding the list decodability of random Reed-Solomon codes.

### 1.1 List Decodability of Reed-Solomon Codes

In the Hamming metric, the Singleton bound [Sin64] states that any code with a rate $R$ and relative minimum distance $\delta$ must satisfy $R+\delta \leq 1$. Codes that attain this bound are called Maximally Distance Separable (MDS) codes. Reed-Solomon codes are a class of Hamming-metric codes that attain the Singleton bound. This bound was recently generalized to the list decoding setting by investigating the list decoding of Reed-Solomon codes. Shangguan and Tamo ${ }^{2}$ [ST20] proposed the generalized Singleton bound $\rho \leq \frac{L}{L+1}(1-R)$, where $\rho$ is the list decoding radius and $L$ is the list size. Moreover, they showed that such a bound is achievable for $L=2,3$. Since then, there have been some efforts to prove the tightness of this bound [GLS ${ }^{+} 21$, FKS22, GST23]. A major breakthrough was made by Brakensiek, Gopi, and Makam [BGM23] in proving that this generalized Singleton bound holds for any list size $L$. In particular, their argument demonstrated that Reed-Solomon codes with random evaluation points defined over $\mathbb{F}_{q}$ (where $q$ is exponential in the length of the code) can attain the generalized Singleton bound with high probability.

[^1]The exponential size of the field is inevitable [BGM22]. If we accept a $\varepsilon$ gap from this bound, i.e., $\rho=\frac{L}{L+1}(1-R-\varepsilon)$, then the size of the field can be reduced to $O_{\varepsilon}\left(n^{2}\right)$ [GZ23] and further to $O_{\varepsilon}(n)$ [AGL23]. In the context of constant-sized field sizes, Brakensiek, Dhar, Gopi, and Zhang [BDGZ23] showed that algebraic geometry codes with random evaluation points defined over $\mathbb{F}_{q}$, with $q=$ $\exp \left(O\left(1 / \varepsilon^{2}\right)\right)$, can be list decoded up to the radius $\frac{L}{L+1}(1-R-\varepsilon)$. The exponential dependence of $q$ on $1 / \varepsilon$ was proved to be necessary $(q \geq \exp (\Omega(1 / \varepsilon)))$ in [AGL24]. Also, based on the frameworks built by [BGM23, GZ23, AGL23], Ron-Zewi, Venkitesh, and Wootters [RZVW24] recently showed similar list decodability phenomenon holds for polynomial ideal codes, which includes several wellstudied families of error-correcting codes such as Reed-Solomon codes, folded Reed-Solomon codes, and multiplicity codes.

Our understanding of the generalized Singleton bound is nearly complete, thanks to the recent progress mentioned above. One might ask whether this generalized Singleton bound holds for codes in other metrics, such as the rank metric. We note that a code with a minimum rank distance of $d$ is also a code with a minimum Hamming distance of at least $d$. Thus, the argument for the upper bound of the generalized Singleton bound can be applied straightforwardly. However, proving the tightness of this upper bound appears to be highly non-trivial.

### 1.2 List Decodability of Rank-Metric codes and Gabidulin Codes

Let us first review some results concerning the list decoding of rank-metric codes. Ding [Din14] proposed the Gilbert-Varshamov bound (GV) for the list decoding of rank-metric codes. Specifically, she showed that, with high probability, a random rank-metric code can be list decodable up to the GV bound, and any rank-metric code cannot be list decodable beyond this GV bound. In [Din14], the list size for random linear rank-metric codes is given as $O\left(\left(\frac{1}{\varepsilon}\right)^{\frac{1}{\varepsilon}}\right)$, a result of the limited randomness available for these codes. Guruswami and Resch [GR18] adopted the ideas from [GHK10] to further reduce the list size of random linear rank-metric codes to a constant $O(1 / \varepsilon)$. The results mentioned above are not explicit. Meanwhile, Guruswami, Wang, and Xing [GWX16] presented the first explicit class of rank-metric codes with efficient list decoding algorithms capable of decoding up to the Singleton bound. Their construction involved carefully selecting a subcode of the Gabidulin code using a tool known as subspace designs [GK13], thereby reducing the list size to a constant. Later on, Xing and Yuan [XY18] introduced another explicit class of rank-metric codes that can be list decoded up to the Singleton bound. Their construction borrowed ideas from folded Reed-Solomon codes to fold Gabidulin codes in a similar manner. To approach the Singleton bound, the column-to-row ratio $\frac{n}{m}$ should be close to 0 . In the regime where the column-to-row ratio is constant, the construction from [XY18] remains applicable and can correct up to a $\frac{2}{3}(1-2 R)$ fraction of errors. By modifying this approach, Liu, Xing, and Yuan [LXY23] presented an explicit construction of list decodable rank-metric codes with a ratio of $2 / 3$. An open question remains: Can we explicitly construct a class of rank-metric codes with a column-to-row ratio of 1 that is list decodable beyond the unique decoding radius? For comparison, the Gilbert-Varshamov (GV) bound argument suggests that, with high probability, there exist random rank-metric codes with a column-to-row ratio of 1 that can be list decoded up to a radius of $1-\sqrt{R}$, which is strictly larger than the unique decoding radius of $\frac{1-R}{2}$.

Although there are a few positive results for the list decoding of rank-metric codes, the findings regarding the list decoding of Gabidulin codes have been predominantly negative so far. WachterZeh [Wac13] proved that any square Gabidulin codes - where "square" indicates that the column-torow ratio is 1 -cannot be list decoded beyond a radius of $1-\sqrt{R}$. Furthermore, Raviv and WachterZeh [RWZ16, RWZ17] constructed a class of Gabidulin codes that cannot be list decoded to any radius beyond the unique decoding radius. Despite these negative results, our work demonstrates
the existence of Gabidulin codes that can be list decoded up to the generalized Singleton bound. We briefly review some applications based on the list decoding of rank-metric codes or Gabidulin codes and discuss the implications of our results.

Code-based cryptography. Rank-metric code-based cryptosystems have been studied since 1991 [PT91, CS96]. Rank-metric codes play an important role in designing post-quantum cryptosystems. Two well-known systems, RQC $\left[\mathrm{AMAB}^{+} 19 \mathrm{a}\right]$ and ROLLO $\left[\mathrm{AMAB}^{+}\right.$19b], have been considered for the NIST standardization. The main advantage of rank-metric codes is that the hard problems in the rank metric, such as the generic decoding problem, seem harder to solve than their counterparts in the Hamming metric. The random syndrome decoding (RSD) problem, in particular, assumes that it is computationally hard to decode a random $[n, k]_{\mathbb{F}_{q^{m}}}$-linear code ${ }^{3}$ in the rank metric. Recent developments in attacks based on Göbner bases $\left[\mathrm{BBB}^{+} 20, \mathrm{BBC}^{+} 20\right]$ have significantly impacted the security parameters of cryptosystems relying on the hardness of the search RSD problem. Given that the search RSD problem is not as hard as previously believed, the list search version of the RSD problem, which is strictly harder than the search RSD problem, might be considered. This problem outputs a list of codewords within a given radius of a random $[n, k]_{\mathbb{F}_{q^{m}}}{ }^{-}$ linear code. The Gabidulin code list search RSD problem was thought to be more challenging than the list search RSD problem [RJB ${ }^{+} 20$ ], mainly because only negative results were available for the list decoding of Gabidulin codes. Faure and Loidreau [FL05] proposed the Faure-Loidreau (FL) cryptosystem, which is connected with the list decoding of Gabidulin codes. The original FL cryptosystem was compromised by exploiting the list decoding of interleaved Gabidulin codes. However, the revised FL cryptosystem, LIGA [RPW21], which relies on the hardness of list decoding Gabidulin codes, is resistant to this attack. The hardness assumption for the list decoding of Gabidulin codes suggests that it is computationally difficult to find all codewords of a Gabidulin code within the list decoding radius $1-\sqrt{R}$. Prior to our work, it was widely believed that the output list for this list decoding problem should be exponential. Thus, our work enhances the understanding of the list decoding of Gabidulin codes, which could significantly impact the design of rank-metric code-based cryptosystems.

Pseudorandomness. Rank-metric codes and Gabidulin codes have also found applications and connections in the field of pseudorandomness. In [FG15], Forbes and Guruswami studied various objects related to "linear-algebraic pseudorandomness." They specifically proved that bilinear lossless two-source rank condensers are equivalent to linear rank-metric codes. Consequently, they showed that Gabidulin codes translate into optimal two-source rank condensers. Inspired by the explicit constructions of subcodes of Gabidulin codes that are list decodable in the rank metric [GX13, GWX16], Guruswami, Resch, and Xing [GRX21] presented an explicit construction of dimension expanders, which can be seen as the linear-algebraic analogs of expander graphs. This construction achieves excellent "lossless" expansion. Cheraghchi, Didier, and Shokrollahi [CDS11] used Gabidulin codes to construct explicit affine extractors for a restricted family of affine sources over large fields, which have applications in wiretap protocols. In [GVJZ23], Guo, Volk, Jalan, and Zuckerman considered $(\varepsilon, e)$-biased sources over $\mathbb{F}_{p}$. These are random sources $\mathcal{X}$ over $\mathbb{F}_{p}^{n}$ that are $\varepsilon$-biased against all but a subgroup $H$ of characters, where $|H| \leq e$, thereby generalizing affine sources of small codimension. Using Gabidulin codes, they constructed deterministic extractors that extract almost all the min-entropy from such sources. This construction was further utilized as a component in constructing extractors for other algebraic sources.

[^2]Rank-metric codes have also been connected to other problems studied in theoretical computer science, such as low-rank recovery [FS12]. Despite these applications, we believe that the potential use of rank-metric codes in theoretical computer science has not been fully explored. In particular, given the intimate connection between pseudorandomness and error-correcting codes in the Hamming metric, especially those with good list decodability or list recoverability [GUV09, Vad12], it is conceivable that rank-metric codes and Gabidulin codes may find similar applications.

### 1.3 Our Results

Our main results can be divided into three parts:

1. The optimal (combinatorial) list decodability of random Gabidulin codes over sufficiently large alphabets in the rank metric.
2. The formulation of three notions of "higher order MRD codes", which we denote as GKP $(\ell)$, $\operatorname{MRD}(\ell)$, and LD- $\operatorname{MRD}(\ell)$, and the demonstration of their equivalence.
3. A result we call the GM-MRD theorem, which states that symbolic Gabidulin codes satisfy $\operatorname{GKP}(\ell)$ for all $\ell$.

The first two items constitute a theory parallel to that of Brakensiek, Gopi, and Makam [BGM23], who demonstrated the optimal list decodability of random Reed-Solomon codes over sufficiently large alphabets and established the equivalence among three notions of "higher order MDS codes." The third item, i.e., the GM-MRD theorem, serves as a rank-metric analog to the $G M-M D S$ theorem, which was conjectured in [DSY14b] and subsequently proved in [Lov18, YH19b]. In the following, we will explain each of these three items in detail.

### 1.3.1 Optimal List Decodability of Random Gabidulin Codes

Recall that for $\rho \in[0,1]$, a code $C \subseteq \Sigma^{n}$ over an alphabet $\Sigma$ is said to be $(\rho, \ell)$-list decodable if for any $\boldsymbol{y} \in \mathbb{F}_{q}^{n}$, it holds that

$$
|\{\boldsymbol{x} \in C: d(\boldsymbol{x}, \boldsymbol{y}) \leq \rho n\}| \leq \ell
$$

where $d(\boldsymbol{x}, \boldsymbol{y})$ denotes the distance between $\boldsymbol{x}$ and $\boldsymbol{y}$. Here $\rho$ is called the list decoding radius and $\ell$ is called the list size.

In [ST20], Shangguan and Tamo proved the generalized Singleton bound for list decoding, generalizing the classical Singleton bound for unique decoding. For linear codes, this generalized Singleton bound states that if $C \subseteq \mathbb{F}_{q}^{n}$ is an $[n, k]$-linear code that is $(\rho, \ell)$-list decodable in the Hamming metric, then it holds that $\rho \leq \frac{\ell}{\ell+1}\left(1-\frac{k}{n}\right)$.

Note that the rank distance $d_{R}(\boldsymbol{x}, \boldsymbol{y})$ between $\boldsymbol{x}, \boldsymbol{y} \in \mathbb{F}_{q^{m}}^{n}$ is always bounded by their the Hamming distance $d_{H}(\boldsymbol{x}, \boldsymbol{y})$. This is because $\boldsymbol{x}-\boldsymbol{y}$, viewed as an $m \times n$ matrix over $\mathbb{F}_{q}$, has at most $d_{H}(\boldsymbol{x}, \boldsymbol{y})$ nonzero columns. It follows that a $(\rho, \ell)$-list decodable code $C \subseteq \mathbb{F}_{q}^{n}$ in the Hamming metric remains ( $\rho, \ell$ )-list decodable in the rank metric. This immediately implies that the generalized Singleton bound continues to hold in the rank metric:

Lemma 1.2 (Generalized Singleton bound for rank-metric codes). Let $C \subseteq \mathbb{F}_{q^{m}}^{n}$ be an $[n, k]_{\mathbb{F}_{q^{m}}}$ linear code that is $(\rho, \ell)$-list decodable in the rank metric. Then it holds that

$$
\rho \leq \frac{\ell}{\ell+1}\left(1-\frac{k}{n}\right) .
$$

The central objects studied in this paper are Gabidulin codes. For integers $m \geq n \geq k$ and elements $\alpha_{1}, \ldots, \alpha_{n} \in \mathbb{F}_{q^{m}}$ that are linearly independent over $\mathbb{F}_{q}$, the corresponding Gabidulin code over $\mathbb{F}_{q^{m}}$ is defined to be the $[n, k]_{\mathbb{F}_{q^{m}}}$-linear code

$$
\mathcal{G}_{n, k}\left(\alpha_{1}, \ldots, \alpha_{n}\right):=\left\{\left(f\left(\alpha_{1}\right), \ldots, f\left(\alpha_{n}\right)\right): f(X)=\sum_{i=1}^{k} c_{i} X^{q^{i-1}}, c_{1}, \ldots, c_{k} \in \mathbb{F}_{q}^{m}\right\} \subseteq \mathbb{F}_{q^{m}}^{n} .
$$

Our main theorems state that, for random $\alpha_{1}, \ldots, \alpha_{n}$ and sufficiently large $m$, with high probability, the Gabidulin code $\mathcal{G}_{n, k}\left(\alpha_{1}, \ldots, \alpha_{n}\right)$ over $\mathbb{F}_{q^{m}}$ are list decodable up to a radius that exactly attains the generalized Singleton bound.

Theorem 1.3 (Informal version of Theorem 7.2). Let $\left(\alpha_{1}, \ldots, \alpha_{n}\right)$ be uniformly distributed over the set of all vectors in $\mathbb{F}_{q^{m}}^{n}$ whose coordinates are linearly independent over $\mathbb{F}_{q} .{ }^{4}$ Suppose $m \geq$ cnk $+\log _{q}(1 / \delta)$, where $c$ is a large enough absolute constant. Then it holds with probability at least $1-\delta$ that the Gabidulin code $\mathcal{G}_{n, k}\left(\alpha_{1}, \ldots, \alpha_{n}\right)$ over $\mathbb{F}_{q^{m}}$ is $\left(\frac{L}{L+1}(1-k / n), L\right)$-list decodable for all $L \in[\ell]$ in the rank metric.

Corollary 1.4 (Informal version of Corollary 7.3). Let $\left(\alpha_{1}, \ldots, \alpha_{n}\right)$ be uniformly distributed over the set of all vectors in $\mathbb{F}_{q^{m}}^{n}$ whose coordinates are linearly independent over $\mathbb{F}_{q}$. Suppose $m \geq$ $c n k / \varepsilon+\log _{q}(1 / \delta)$, where $c$ is a large enough absolute constant. Then it holds with probability at least $1-\delta$ that the Gabidulin code $\mathcal{G}_{n, k}\left(\alpha_{1}, \ldots, \alpha_{n}\right)$ over $\mathbb{F}_{q^{m}}$ is $\left(1-R-\varepsilon, \frac{1-R}{\varepsilon}\right)$-list decodable, where $R=k / n$ is the rate of the code.

In fact, we prove the stronger statement that $\mathcal{G}_{n, k}\left(\alpha_{1}, \ldots, \alpha_{n}\right)$ is, with high probability, averageradius list decodable with the parameters stated in Theorem 1.3 and Corollary 1.4. See Theorem 7.2 and Corollary 7.3 for details. Average-radius list decodability is stronger than standard list decodability, which we will discuss shortly when defining the notion $\operatorname{LD}-\operatorname{MRD}(\ell)$.

Field size lower bound. Theorem 1.3 shows that Gabidulin codes over $\mathbb{F}_{q^{m}}$ can attain the Singleton bound (even in the sense of average-radius list decodability) for some $m=O_{\ell}\left(n^{2}\right)$. To complement this upper bound, we establish a matching lower bound on the field size via a technique developed in [AGL24].

Theorem 1.5 (Informal version of Theorem A.1). Let $\ell \geq 2$. Let $C \subseteq \mathbb{F}_{q^{m}}^{n}$ be a rank-metric code over $\mathbb{F}_{q^{m}}$ of rate $R$. If $C$ is $\left(\frac{\ell}{\ell+1}(1-R), \ell\right)$-average-radius list decodable (see Definition 1.11) and $R \in[c, 1-c-\ell / n]$ for some constant $c>0$, then $m=\Omega_{\ell}\left(n^{2}\right)$.

### 1.3.2 Higher Order MRD Codes

Maximum rank distance (MRD) codes are the counterparts of maximum distance separable (MDS) codes in the rank metric. Recall for $m \geq n \geq k$, an $[n, k]_{\mathbb{F}_{q^{m}}}$-linear rank-metric code $C$ is a MRD code if its minimum (rank) distance $d(C)$ attains the Singleton bound, i.e., $d(C)=n-k+1$.

Brakensiek, Gopi, and Makam [BGM23] studied three different definitions of "higher order MDS codes," which they call GZP $(\ell)$, MDS $(\ell)$, and LD-MDS $(\ell)$ codes. Amazingly, they proved that these three notions are equivalent in a certain rigorous sense. This equivalence was crucially used in their proof that generic Reed-Solomon codes achieve list decoding capacity.

[^3]This raises the questions of whether similar notions of "higher order MRD codes" exist, and if so, whether there is also an equivalence among them. In this paper, we show that the answer to both questions is yes.

Specifically, we introduce the notions of $\operatorname{GKP}(\ell), \operatorname{MRD}(\ell)$, and $\operatorname{LD}-\operatorname{MRD}(\ell)$ codes. Just as the MRD property strengthens the MDS property, each of these three notions strengthens their counterpart in the Hamming metric, as studied in [BGM23]. Furthermore, we establish an equivalence among these three notions. This equivalence plays a crucial role in our proof that, with high probability, random Gabidulin codes achieve list decoding capacity in the rank metric.

Rank-metric codes over a general field $\mathbb{F} / \mathbb{F}_{q}$. Before defining the three notions of "higher order MRD codes," we note that, for convenience, we will present these definitions over a general extension field $\mathbb{F}$ of $\mathbb{F}_{q}$, which may be infinite. This generality allows us to easily discuss the "symbolic Gabidulin code," defined over a function field $\mathbb{F}_{q}\left(Z_{1}, \ldots, Z_{n}\right)$. For infinite $\mathbb{F}$, while it is no longer possible to view a vector $\boldsymbol{v}=\left(v_{1}, \ldots, v_{n}\right) \in \mathbb{F}^{n}$ as a matrix over $\mathbb{F}_{q}$ and discuss its rank (since $m=\left[\mathbb{F}: \mathbb{F}_{q}\right]$ is infinite), we can still define the rank of $\boldsymbol{v}$ as

$$
\begin{equation*}
\operatorname{rank}_{\mathbb{F}_{q}}(\boldsymbol{v}):=\operatorname{dim}_{\mathbb{F}_{q}}\left(\operatorname{span}_{\mathbb{F}_{q}}\left\{v_{1}, \ldots, v_{n}\right\}\right) . \tag{1}
\end{equation*}
$$

With this revised definition of rank, the concept of linear rank-metric codes over $\mathbb{F}_{q^{m}}$ can easily be extended to those over a general field $\mathbb{F} / \mathbb{F}_{q}$, and fortunately, all necessary facts and properties continue to hold. For a more comprehensive discussion about linear rank-metric codes over a general field $\mathbb{F} / \mathbb{F}_{q}$, we refer the readers to Section 2.

- $\operatorname{GKP}(\ell)$. Given $k \leq n$, a zero pattern is a tuple of sets $\mathcal{S}=\left(S_{1}, \ldots, S_{k}\right)$ with $S_{i} \subseteq[n]$. For an $[n, k]_{\mathbb{F}}$ linear code $C$ with a generator matrix $G \subseteq \mathbb{F}^{n \times k}$, we say $C$ attains a zero pattern $\mathcal{S}$ if there exists an invertible matrix $M_{\mathcal{S}} \in \mathbb{F}^{k \times k}$ such that for $(i, j) \in[k] \times[n]$, the $(i, j)$-th entry of $M_{\mathcal{S}} G$ is zero if $j \in S_{i}$, i.e., $M_{\mathcal{S}} G$ exhibits the zero pattern $\mathcal{S}$.

This notion was driven by applications such as those discussed in [DSY14a, YS13, YSZ14] in order to find linear MDS codes with sparse generator matrices. A natural question emerges: What are the zero patterns that linear MDS codes such as Reed-Solomon codes can attain? To understand this, the notion of generic zero patterns (GZPs) was defined in [BGM23], which originated from [DSY14a]: A zero pattern $\mathcal{S}=\left(S_{1}, \ldots, S_{k}\right)$ is called a generic zero pattern if

$$
\begin{equation*}
\left|\bigcap_{i \in \Omega} S_{i}\right| \leq k-|\Omega| \quad \text { for all nonempty } \Omega \subseteq[k] . \tag{2}
\end{equation*}
$$

It is not difficult to prove that (2) is a necessary condition for a linear MDS code to attain the zero pattern $\mathcal{S}$. It was conjectured in [DSY14a] that for any zero pattern $\mathcal{S}$, there exist MDS codes with alphabet size $q \geq n+k-1$ attaining $\mathcal{S}$. This conjecture, known as the GM-MDS conjecture, was later proven by Lovett [Lov18] and independently by Yildiz and Hassibi [YH19b], and has become the GM-MDS theorem. In fact, their proofs imply the stronger statement that generic Reed-Solomon codes attain all GZPs. This theorem was further generalized in [BDG23] to any polynomial codes, whereas the original version only deals with the Reed-Solomon codes. Another generalization was recently proved in [RZVW24] to establish the near-optimal list decodability of folded Reed-Solomon codes.

We define a more general notion, which we call generic kernel patterns (GKPs). It appears to be more suitable for studying rank-metric codes, including MRD codes.

Definition 1.6 (Generic kernel pattern (GKP)). Given $k \leq n$ and a finite field $\mathbb{F}_{q}$, a kernel pattern is a tuple $\mathcal{V}=\left(V_{1}, \ldots, V_{k}\right)$ of $\mathbb{F}_{q}$-linear subspaces of $\mathbb{F}_{q}^{n}$, We say a kernel pattern $\mathcal{V}$ is a generic kernel pattern (GKP) if for any nonempty $\Omega \subseteq[k]$, it holds that

$$
\begin{equation*}
\operatorname{dim}\left(\bigcap_{i \in \Omega} V_{i}\right) \leq k-|\Omega| \tag{3}
\end{equation*}
$$

In addition, we say a kernel pattern $\mathcal{V}$ has order $\ell$ if $\mathcal{V}$ has exactly $\ell$ distinct nonzero subspaces.
Next, we define a linear code attaining a kernel pattern.
Definition 1.7. Let $C$ be an $[n, k]_{\mathbb{F}}$-linear code with a generator matrix $G \times \mathbb{F}^{k \times n}$. Let $\mathcal{V}=$ $\left(V_{1}, \ldots, V_{k}\right)$ be a kernel pattern and $\left(A_{1}, \ldots, A_{k}\right)$ be a tuple of $k$ full rank matrices such that $A_{i} \in \mathbb{F}_{q}^{n \times \operatorname{dim} V_{i}}$ with $\left\langle A_{i}\right\rangle=V_{i}{ }^{5}$. We say $C$ attains the kernel pattern $\mathcal{V}$ if there is an invertible matrix $M \in \mathbb{F}^{k \times k}$ such that $\boldsymbol{m}_{i} G A_{i}=0$ for all $i \in[k]$, where $\boldsymbol{m}_{i}$ is the $i$-th row of $M$.

The paper [BGM23] formulated a notion of higher order MDS codes called GZP $(\ell)$. A linear code is $\operatorname{GZP}(\ell)$ if it is MDS and attains all GZPs of order at most $\ell$. We now formulate a rank-metric counterpart and a strengthening of this notion:

Definition $1.8(\operatorname{GKP}(\ell))$. Given a $[n, k]_{\mathbb{F}}$-linear code $C \subseteq \mathbb{F}^{n}$ with a generator matrix $G \in \mathbb{F}^{k \times n}$, $C$ is said to be $\operatorname{GKP}_{q}(\ell)$, or simply $\operatorname{GKP}(\ell)$, if $C$ is an MRD code and attains all GKPs of order at most $\ell$.

Remark 1.9. GKPs can be seen as a generalization of GZPs. For a GZP $\mathcal{S}=\left(S_{1}, \ldots, S_{k}\right)$ with $S_{i} \subseteq[n]$, define $\mathcal{V}=\left(V_{1}, \ldots, V_{k}\right)$, where

$$
V_{i}=\left\{\left(v_{1}, \ldots, v_{n}\right) \in \mathbb{F}_{q}^{n}: v_{j}=0 \text { for } j \in[n] \backslash S_{i}\right\} .
$$

Then $\mathcal{S}$ is a GZP if and only if $\mathcal{V}$ is a GKP. Moreover, an $[n, k]_{\mathbb{F}^{-}}$-linear code $C \subseteq \mathbb{F}^{n}$ over a field $\mathbb{F} / \mathbb{F}_{q}$ attains $\mathcal{S}$ if and only if it attains $\mathcal{V}$. Consequently, $\operatorname{GKP}(\ell)$ codes are also $\operatorname{GZP}(\ell)$.

We also prove an analog of the GM-MDS theorem, which we call the GM-MRD theorem. Roughly speaking, it states that Gabidulin codes attain all GKPs. This theorem is crucial in proving our main result that random Gabidulin codes has the optimal list decodability in the rank metric. A detailed discussion about the GM-MRD theorem is given at the end of this section.

- $\operatorname{MRD}(\ell)$. One characterization of an $[n, k]_{\mathbb{F}}$-linear code $C \subseteq \mathbb{F}^{n}$ being MDS is that its generator matrix $G \subseteq \mathbb{F}^{k \times n}$ is an MDS matrix, meaning that any $k$ columns of $G$ are linearly independent. Strengthening this condition, for any $\ell \geq 1$, Brakensiek et al. [BGM23] defined an $\operatorname{MDS}(\ell)$ code to be a linear code with a generator matrix $G \subseteq \mathbb{F}^{k \times n}$ such that for any subsets $S_{1}, \ldots, S_{\ell} \subseteq[n]$, each of size at most $k$, it holds that

$$
\begin{equation*}
\operatorname{dim}\left(\bigcap_{i=1}^{\ell} G_{S_{i}}\right)=\operatorname{dim}\left(\bigcap_{i=1}^{\ell} W_{S_{i}}\right), \tag{4}
\end{equation*}
$$

where $W$ is the symbolic matrix $\left(Z_{i, j}\right)_{i \in[k], j \in[n]}$ over the function field in the variables $Z_{1,1}, \ldots, Z_{k, n}$, and $G_{S}\left(\right.$ resp. $\left.W_{S}\right)$ denotes the span of the columns of $G$ (resp. $W$ ) with indices in $S$. Note that

[^4]by definition, $\operatorname{MDS}(\ell)$ codes are also $\operatorname{MDS}\left(\ell^{\prime}\right)$ for $\ell^{\prime} \leq \ell$, and $\operatorname{MDS}(1)$ codes are just (linear) MDS codes due to the fact that the symbolic matrix $W$ is an MDS matrix.

To define the rank-metric counterpart of $\operatorname{MDS}(\ell)$, we first express the column span $G_{S}$ in a linear-algebraic manner for $S \subseteq[n]$ of size at most $k$. Let $I_{S}$ denote the $n \times|S|$ matrix that, when restricted to the subset of rows with indices in $S$, becomes the identity matrix, and contains only zeros outside these rows. Then $G I_{S}$ is precisely the $k \times|S|$ submatrix of $G$ formed by the columns of $G$ with indices in $S$. Thus, $G_{S}$ is just the column space of $G I_{S}$.

Suppose $\mathbb{F}$ is an extension field of $\mathbb{F}_{q}$. We extend the notion of $\operatorname{MDS}(\ell)$ by replacing the matrix $I_{S}$ by an arbitrary full-rank matrix $A \in \mathbb{F}_{q}^{n \times d}$, where $d \leq k$. For convenience, we introduce the notations $G_{A}$ and $G_{V}$ as follows: Define $G_{A}:=G A \in \mathbb{F}^{k \times d}$. Let $V \subseteq \mathbb{F}_{q}^{n}$ be the column space of $A$ over $\mathbb{F}_{q}$, and denote by $G_{V} \subseteq \mathbb{F}^{k}$ the column space of $G_{A}$ over $\mathbb{F}$. This is well-defined as $G_{V}$ depends only on $V$, not on $A$. Indeed, $G_{V}$ equals the $\mathbb{F}$-span of $\sigma_{G}(V)$, where $\sigma_{G}: \mathbb{F}^{n} \rightarrow \mathbb{F}^{k}$ is the linear map $\boldsymbol{v} \mapsto G \boldsymbol{v}$.

Definition $1.10(\operatorname{MRD}(\ell))$. Let $\mathbb{F}$ be an extension field of $\mathbb{F}_{q}$. We say an $[n, k]_{\mathbb{F}}$-linear code $C \subseteq \mathbb{F}^{n}$ is $\operatorname{MRD}_{q}(\ell)$, or simply $\operatorname{MRD}(\ell)$, if for any $\mathbb{F}_{q}$-linear subspaces $V_{1}, \ldots, V_{\ell}$ of $\mathbb{F}_{q}^{n}$, each of dimension at most $k$, it holds that

$$
\begin{equation*}
\operatorname{dim}_{\mathbb{F}}\left(\bigcap_{i=1}^{\ell} G_{V_{i}}\right)=\operatorname{dim}_{\mathbb{K}}\left(\bigcap_{i=1}^{\ell} W_{V_{i}}\right), \tag{5}
\end{equation*}
$$

where $W$ is the symbolic matrix $\left(Z_{i, j}\right)_{i \in[k], j \in[n]}$ over the function field $\mathbb{K}:=\mathbb{F}_{q}\left(Z_{1,1}, \ldots, Z_{k, n}\right)$.
By definition, $\operatorname{MRD}(\ell)$ codes are also $\operatorname{MRD}\left(\ell^{\prime}\right)$ for $\ell^{\prime} \leq \ell$. Moreover, it can be shown that $\operatorname{MRD}(1)$ codes are just (linear) MRD codes due to the fact that the symbolic matrix $W$ has the MRD property. See Lemma 2.10 and Lemma 2.15.

Finally, we note that the condition (5) implies (4) by choosing the subspaces $V_{i}$ to be the column space of $I_{S_{i}}$ over $\mathbb{F}_{q}$, i.e., the subspace of all vectors $\boldsymbol{v} \in \mathbb{F}_{q}^{n}$ whose coordinates with indices in $[n] \backslash S_{i}$ are zero. Consequently, all $\operatorname{MRD}(\ell)$ codes are also $\operatorname{MDS}(\ell)$.

- LD-MRD $(\ell)$. Recall that a code $C \subseteq \Sigma^{n}$ is $(\rho, \ell)$-list decodable if for any $\boldsymbol{y} \in \Sigma^{n}$, it holds that $|\{\boldsymbol{c} \in C: d(\boldsymbol{c}, \boldsymbol{y}) \leq \rho n\}| \leq \ell$. Equivalently, for any $\boldsymbol{y} \in \Sigma^{n}$ and $\ell+1$ distinct codewords $c_{0}, \ldots, c_{\ell} \in C$,

$$
\begin{equation*}
\max _{0 \leq i \leq \ell} d\left(\boldsymbol{c}_{i}, \boldsymbol{y}\right)>\rho n \tag{6}
\end{equation*}
$$

The stronger notion of $(\rho, \ell)$-average-radius list decodability is defined in the same way, except that we replace the maximum of the distances $d\left(\boldsymbol{c}_{i}, \boldsymbol{y}\right)$ in (6) by the average of these distances. The formal definition is given as follows.

Definition 1.11 (Average-radius list decodability). A code $C \subseteq \Sigma^{n}$ is ( $\rho, \ell$ ) average-radius list decodable if for any $\boldsymbol{y} \in \Sigma^{n}$ and $\ell+1$ distinct codewords $\boldsymbol{c}_{0}, \boldsymbol{c}_{1}, \ldots, \boldsymbol{c}_{\ell} \in C$, it holds that

$$
\frac{1}{\ell+1} \sum_{i=0}^{\ell} d\left(\boldsymbol{y}, \boldsymbol{c}_{i}\right)>\rho n .
$$

Recall that for an $[n, k]_{\mathbb{F}}$ linear code $C$, the list decoding radius $\rho$ of $C$ satisfies the generalized Singleton bound $\rho \leq \frac{\ell}{\ell+1}\left(1-\frac{k}{n}\right)$, both in the Hamming metric and the rank metric. Roth [Rot22] first studied LD-MDS $(\ell)$ codes, which he referred to as strongly- $\left(\frac{\ell(n-k)}{\ell+1}, \ell\right)$-list decodable codes. These are linear codes that meet the generalized Singleton bound under the stricter criterion of
average-radius list decodability. Inspired by Roth's work, Brakensiek, Gopi, and Makam further explored LD-MDS $(\ell)$ codes in their paper [BGM23].

We consider the natural rank-metric counterpart of $\operatorname{LD}-\operatorname{MDS}(\ell)$, defined as follows.
Definition $1.12(\operatorname{LD}-\operatorname{MRD}(\ell))$. Let $\mathbb{F}$ be an extension field of $\mathbb{F}_{q}$. We say an $[n, k]_{\mathbb{F}}$-linear code $C \subseteq \mathbb{F}^{n}$ is $\operatorname{LD}-\mathrm{MRD}_{q}(\ell)$, or simply $\operatorname{LD}-\operatorname{MRD}(\ell)$, if $C$ is $\left(\frac{\ell}{\ell+1}(1-k / n), \ell\right)$-average-radius list decodable in the rank metric. In other words, $C$ is $\operatorname{LD-MRD}(\ell)$ if for any $\boldsymbol{y} \in \mathbb{F}^{n}$ and $\ell+1$ distinct codewords $\boldsymbol{c}_{0}, \boldsymbol{c}_{1}, \ldots, \boldsymbol{c}_{\ell} \in C$, it holds that

$$
\sum_{i=0}^{\ell} d_{R}\left(\boldsymbol{y}, \boldsymbol{c}_{i}\right)>\ell(n-k)
$$

where $d_{R}\left(\boldsymbol{y}, \boldsymbol{c}_{i}\right)=\operatorname{rank}_{\mathbb{F}_{q}}\left(\boldsymbol{y}-\boldsymbol{c}_{i}\right)$ (see (1) for the definition of $\operatorname{rank}_{\mathbb{F}_{q}}$ ). We say $C$ is $\operatorname{LD-MRD}(\leq \ell)$ if it is $\operatorname{LD}-\operatorname{MRD}\left(\ell^{\prime}\right)$ for all $\ell^{\prime} \in[\ell]$.

It is straightforward to deduce from the definitions that all LD-MRD $(\leq \ell)$ codes are MRD for all $\ell \geq 1$. For a formal proof, see Lemma 2.12. In addition, all LD-MRD $(\ell)$ codes are also LD-MDS $(\ell)$. This follows from the fact that the rank distance $d_{R}(\boldsymbol{x}, \boldsymbol{y})$ is always bounded by the Hamming distance $d_{H}(\boldsymbol{x}, \boldsymbol{y})$.

Equivalence of higher order MRD codes. Similar to the equivalence among the various notions of higher order MDS codes established in [BGM23], we establish the equivalence among the three notions of higher order MRD codes.

Theorem 1.13 ( $1^{\text {st }}$ equivalence theorem). For $\ell \geq 1$, a linear code $C$ over $\mathbb{F} / \mathbb{F}_{q}$ is $\operatorname{GKP}(\ell)$ if and only if it is $\operatorname{MRD}(\ell)$.

Theorem 1.14 (2 $2^{\text {nd }}$ equivalence theorem). For $\ell \geq 1$, a linear code $C$ over $\mathbb{F} / \mathbb{F}_{q}$ is $\operatorname{MRD}(\ell+1)$ if and only if its dual code $C^{\perp}$ is LD-MRD $(\leq \ell)$.

Combining the two theorems yields the following corollary.
Corollary 1.15. Let $C$ be a linear code over $\mathbb{F} / \mathbb{F}_{q}$. Then the following are all equivalent for $\ell \geq 1$ :

1. $C$ is $\operatorname{GKP}(\ell+1)$,
2. $C$ is $\operatorname{MRD}(\ell+1)$, and
3. $C^{\perp}$ is $\mathrm{LD}-\mathrm{MRD}(\leq \ell)$.

Dimension of generic intersections. In the course of proving the equivalence among the three notions of higher order MRD codes, we will establish the following formula for the dimension of the intersection of a collection of subspaces $W_{V_{i}}$, where $W$ is the symbolic matrix $\left(Z_{i, j}\right)_{i \in[k], j \in[n]}$. This formula is used in both the proof of Theorem 1.13 and that of Theorem 1.14.

Theorem 1.16 (Formula for generic intersection dimension). Let $W$ be the $k \times n$ symbolic matrix $\left(Z_{i, j}\right)_{i \in[k], j \in[n]}$ over $\mathbb{F}:=\mathbb{F}_{q}\left(Z_{1,1}, \ldots, Z_{k, n}\right)$. Let $V_{1}, \ldots, V_{\ell}$ be subspaces of $\mathbb{F}_{q}^{n}$, each of dimension at most $k$. Then

$$
\operatorname{dim}_{\mathbb{F}}\left(\bigcap_{i \in[\ell]} W_{V_{i}}\right)=\max _{P_{1} \sqcup P_{2} \sqcup \cdots \sqcup P_{s}=[\ell]}\left(\sum_{i \in[s]} \operatorname{dim}_{\mathbb{F}_{q}}\left(\bigcap_{j \in P_{i}} V_{j}\right)-(s-1) k\right) .
$$

The above formula generalizes a similar formula proven in [BGM23]. More specifically, the formula in [BGM23] has the same form as (56), except it only considers subspaces of the form $W_{S}$ for $S \subseteq[n]$ of size at most $k$, i.e., $W_{S}$ is the span of the columns of $W$ with indices in $S$. As discussed, every such $W_{S}$ can be realized as some $W_{V}$, where we choose $V$ to be the subspace of all vectors $\boldsymbol{v} \in \mathbb{F}_{q}^{n}$ whose coordinates with indices in $[n] \backslash S_{i}$ are all zero. On the other hand, there are many subspaces $W_{V}$ that do not come from any $W_{S}$. Thus, our formula is more general than that in [BGM23] and may be of independent interest.

### 1.3.3 The GM-MRD Theorem

Similar to the GM-MDS theorem, which states that generic zero patterns are all attained by Reed-Solomon codes, the GM-MRD theorem states that generic kernel patterns are all attained by Gabidulin codes. We present two versions of the GM-MRD theorem. The first one applies to symbolic Gabidulin codes, whereas the second one applies to Gabidulin codes over finite fields.

Theorem 1.17 (GM-MRD theorem, informal version of Theorem 4.1). Let $1 \leq k \leq n$. Let $\mathbb{F}$ be the function field $\mathbb{F}_{q}\left(Z_{1}, \ldots, Z_{n}\right)$ be a function field. Then the $[n, k]_{\mathbb{F}}$-linear symbolic Gabidulin code $\mathcal{G}_{n, k}\left(Z_{1}, \ldots, Z_{n}\right)$ defined by the generator matrix $G=\left(Z_{j}^{q^{i-1}}\right)_{i \in[k], j \in[n]} \in \mathbb{F}^{k \times n}$ is $\operatorname{GKP}(\ell)$ for all $\ell \geq 1$.

In the detailed version (Theorem 4.1) of the above theorem, we also establish a bound on the degree of $\operatorname{det}\left(M_{\mathcal{V}}\right) \in \mathbb{F}\left[Z_{1}, \ldots, Z_{n}\right]$, for each generic kernel pattern $\mathcal{V}$, where $M_{\mathcal{V}} \in \mathbb{F}^{k \times k}$ is an invertible matrix such that $M G$ exhibits the kernel pattern $\mathcal{V}$. By combining this degree bound with the Schwartz-Zippel lemma and the union bound, we derive the finite field GM-MRD theorem.

Theorem 1.18 (GM-MRD theorem, finite field version, Theorem 4.2). Let $1 \leq k \leq n \leq m$ and $\ell \geq 1$. Let $\left(\alpha_{1}, \ldots, \alpha_{n}\right)$ be uniformly distributed over the set of all vectors in $\mathbb{F}_{q^{m}}^{n}$ whose coordinates are linearly independent over $\mathbb{F}_{q}$. Then with probability at least $1-3 k q^{n k \cdot \min \{\ell, k\}+k-m}$, the $[n, k]_{\mathbb{F}_{q^{m}}}$ linear Gabidulin code $\mathcal{G}_{n, k}\left(\alpha_{1}, \ldots, \alpha_{n}\right)$ is $\operatorname{GKP}(\ell)$.

We note that Yildiz and Hassibi previously proved that Gabidulin codes attain all generic zero patterns, thus establishing the GM-MDS theorem for Gabidulin codes ([YH19a], see also [YRH20]). However, as discussed, generic zero patterns form only a subset of generic kernel patterns, making our GM-MRD theorem formally stronger than the GM-MDS theorem for Gabidulin codes.

Similarly, while various other GM-MDS theorems have been established so far [Lov18, YH19b, BDG23, RZVW24], including the "ultimate GM-MDS conjecture" formulated in [BDG23], these theorems all focus on the attainability of zero patterns rather than kernel patterns. Our GM-MRD theorem is, to our knowledge, the first result that explores the broader category of kernel patterns, which are more naturally connected with rank-metric codes, including MRD codes. Understanding the inner connection between our GM-MRD theorem and the various GM-MDS theorems, and even finding a unifying theory, would be very interesting.

Proof of the GM-MRD theorem and $s$-admissible tuples. Our proof of the GM-MRD theorem (Theorem 1.17) follows the same structure of the proofs of the GM-MDS theorem as presented in [Lov18, YH19b]. The approach involves a careful induction on a collection of $\mathbb{F}_{q^{-}}$ linear spaces $V_{1}, \ldots, V_{m}$, along with integers $r_{1}, \ldots, r_{m} \geq 1$, where $r_{i}$ represents the "slackness" in the dimension of $V_{i}$. The induction step is divided into several cases, enabling us to simplify each instance gradually. Eventually, we arrive at the boundary instances for which the theorem is straightforward to verify.

The proofs in [Lov18, YH19b] are very similar, focusing on subsets of the $n$ evaluation points $Z_{1}, \ldots, Z_{n}$, whereas we consider "evaluation subspaces" spanned by linear forms in $Z_{1}, \ldots, Z_{n}$ over $\mathbb{F}_{q}$. In addition, we need to consider $q$-linearized polynomials and their composition in contrast to general polynomials and their multiplication as used in the aforementioned works.

A serious difficulty that arises in the proof is the non-commutative nature of the composition of $q$-linearized polynomials. More specifically, even though our focus is on subspaces $V_{i}$ of linear forms in $Z_{1}, \ldots, Z_{n}$, the induction steps require us to also consider subspaces that are the images of $V_{i}$ under $q$-linearized polynomials $f \in\left(\mathbb{F}_{q}\left[Z_{1}, \ldots, Z_{n}\right]\right)[X]$, which may include nonlinear forms in $Z_{1}, \ldots, Z_{n}$. To capture the structure of the tuples $\left(V_{1}, \ldots, V_{m}\right)$ that may arise, we introduce the notion of $s$-admissible tuples of subspaces (Definition 4.3), where $s$ is a parameter that bounds the dimension of each subspace $V_{i}$. The family of $s$-admissible tuples is carefully defined to be closed under the induction steps and to exhibit a useful structure that facilitates the proof. For details, we refer the reader to Section 4.

Duality of Gabidulin codes. The last ingredient we need is the fact that the dual code of a Gabidulin code is again a Gabidulin code (Theorem 7.1).

Using the duality, our main theorem - that random Gabidulin codes have the optimal list decodability (Theorem 1.3)-follows readily from the equivalence of higher order MRD codes and the GM-MRD theorem. More specifically, by Corollary 1.15, to prove the claim that a random Gabidulin code $C$ over a sufficiently large finite field $\mathbb{F}_{q^{m}}$ is LD-MRD $(\leq \ell)$ with high probability, we need only demonstrate that its dual code $C^{\perp}$ is $\operatorname{GKP}(\ell+1)$ with high probability. However, the dual code $C^{\perp}$ is again a random Gabidulin code. Therefore, the claim easily follows from the finite field GM-MRD theorem (Theorem 4.2).
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## 2 Preliminaries

We first introduce the basic notation. Define $\mathbb{N}=\{0,1, \ldots\}, \mathbb{N}^{+}=\{1,2, \ldots\}$, and $[n]=\{1, \ldots, n\}$. Denote by $\mathbb{F}_{q}$ the finite field of size $q$. We use $\mathbb{F}$ to denote a field that is an extension of $\mathbb{F}_{q}$. Let $\overline{\mathbb{F}}_{q}$ be the algebraic closure of $\mathbb{F}_{q}$.

All vectors are column vectors unless stated otherwise. For $v_{1}, \ldots, v_{n}$ in a vector space $V$ over $\mathbb{F}$, the $\mathbb{F}$-subspace $V$ spanned by $v_{1}, \ldots, v_{n}$ is denoted by $\operatorname{span}_{\mathbb{F}}\left\{v_{1}, \ldots, v_{n}\right\}$, or simply span $\left\{v_{1}, \ldots, v_{n}\right\}$ if $\mathbb{F}$ is clear from the context. The set of $m \times n$ matrices over $\mathbb{F}$ is denoted by $\mathbb{F}^{m \times n}$. The sum of two linear subspaces $V_{1}, V_{2} \subseteq \mathbb{F}^{n}$ is $V_{1}+V_{2}:=\left\{\boldsymbol{v}_{1}+\boldsymbol{v}_{i}: \boldsymbol{v}_{1} \in V_{1}, \boldsymbol{v}_{2} \in V_{2}\right\}$. If $V_{1} \cap V_{2}=\{0\}$, we also write $V_{1} \oplus V_{2}$ instead of $V_{1}+V_{2}$. A complement of a subspace $V_{1} \subseteq V$ in $V$ is another subspace $V_{2} \subseteq V$ such that $V=V_{1} \oplus V_{2}$. Denote by $V^{\perp} \subseteq \mathbb{F}^{n}$ the dual space of $V \subseteq \mathbb{F}^{n}$ with respect to the inner product, i.e., $V^{\perp}=\left\{\boldsymbol{v} \in \mathbb{F}^{n}: \boldsymbol{v}^{T} \boldsymbol{u}=0, \forall \boldsymbol{u} \in V\right\}$. Note that $\operatorname{dim} V^{\perp}=n-\operatorname{dim} V$ and $\left(V^{\perp}\right)^{\perp}=V$.

We need the following two lemmas about vector spaces.
Lemma 2.1. Let $V_{1}, \ldots, V_{\ell}$ be subspaces of $\mathbb{F}^{n}$. Then $\left(\bigcap_{i=1}^{\ell} V_{i}\right)^{\perp}=\sum_{i=1}^{\ell} V_{i}^{\perp}$.

Proof. First, note that $V_{i}^{\perp} \subseteq\left(\bigcap_{i=1}^{\ell} V_{i}\right)^{\perp}$ for all $i \in[\ell]$. So $\sum_{i=1}^{\ell} V_{i}^{\perp} \subseteq\left(\bigcap_{i=1}^{\ell} V_{i}\right)^{\perp}$. Conversely, to prove that $\sum_{i=1}^{\ell} V_{i}{ }^{\perp} \supseteq\left(\bigcap_{i=1}^{\ell} V_{i}\right)^{\perp}$, we will show the equivalent statement that $\left(\sum_{i=1}^{\ell} V_{i}^{\perp}\right)^{\perp} \subseteq$ $\bigcap_{i=1}^{\ell} V_{i}$. Let $\boldsymbol{u} \in\left(\sum_{i=1}^{\ell} V_{i}^{\perp}\right)^{\perp}$. Then for all $i \in[\ell]$, we have $\boldsymbol{u} \in\left(V_{i}^{\perp}\right)^{\perp}=V_{i}$. So $\boldsymbol{u} \in \bigcap_{i=1}^{\ell} V_{i}$. It follows that $\left(\sum_{i=1}^{\ell} V_{i}^{\perp}\right)^{\perp} \subseteq \bigcap_{i=1}^{\ell} V_{i}$.

Lemma 2.2. Let $A_{1}, \ldots, A_{m}, B_{1}, \ldots, B_{m}$ be subspaces of $\mathbb{F}^{n}$. Then

$$
\operatorname{dim}\left(\bigcap_{i=1}^{m}\left(A_{i}+B_{i}\right)\right) \leq \operatorname{dim}\left(\bigcap_{i=1}^{m} A_{i}\right)+\sum_{i=1}^{m} \operatorname{dim}\left(B_{i}\right)
$$

Proof. Note that the inequality trivially holds if $B_{i}=\{0\}$ for all $i \in[m]$. Then, we replace $\{0\}$ by $B_{i}$ for $i=1, \ldots, m$ and note that the replacement increases RHS by $\operatorname{dim} B_{i}$ and LHS by at most $\operatorname{dim} B_{i}$. The claim follows.
$q$-linearized polynomials. A polynomial of the form $f(X)=\sum_{i=0}^{\ell} a_{i} X^{q^{i}}$ with coefficients $a_{i}$ in a commutative algebra $A$ over $\mathbb{F}_{q}$ is called a $q$-linearized polynomial over $A$. It has the property that $f(a+b)=f(a)+f(b)$ and $f(c a)=c f(a)$ for $a, b \in A$ and $c \in \mathbb{F}_{q}$. The $q$-degree of $f(X)$, denoted by $\operatorname{deg}_{q}(f)$, is defined to be the largest integer $\ell \geq 0$ such that $a_{\ell} \neq 0$. Throughout this paper, $f$ is always a $q$-linearized polynomial unless stated otherwise. We often view an extension field $\mathbb{F}$ of $\mathbb{F}_{q}$ as a $\mathbb{F}_{q}$-linear space. For any $\mathbb{F}_{q}$-subspace $V \subseteq \mathbb{F}$, define $f(V):=\{f(\alpha): \alpha \in V\}$, which is a $\mathbb{F}_{q}$-linear subspace of $\mathbb{F}$ when $f$ is a $q$-linearized polynomial.

For $\alpha_{1}, \ldots, \alpha_{m} \in \mathbb{F}$, where $\mathbb{F}$ is an extension field of $\mathbb{F}_{q}$, the matrix

$$
M_{\alpha_{1}, \ldots, \alpha_{m}}=\left(\alpha_{i}^{q^{j-1}}\right)_{i \in[m], j \in[m]} \in \mathbb{F}^{m \times m}
$$

is called the Moore matrix associated with $\alpha_{1}, \ldots, \alpha_{m}$. The following lemma characterizes its nonsingularity. For a proof, see, e.g., [Gos97, Lemma 1.3.3].
Lemma 2.3. $\operatorname{det}\left(M_{\alpha_{1}, \ldots, \alpha_{m}}\right) \neq 0$ if and only if $\alpha_{1}, \ldots, \alpha_{m}$ are linearly independent over $\mathbb{F}_{q}$.
We also need the following lemma regarding polynomials that vanish precisely on an $\mathbb{F}_{q}$-linear subspace of $\mathbb{F}$.
Lemma 2.4. Let $\mathbb{F}$ be an extension field of $\mathbb{F}_{q}$ and let $V \subseteq \mathbb{F}$ be an $\mathbb{F}_{q}$-linear subspace. Then $f=\prod_{\alpha \in V}(X-\alpha) \in \mathbb{F}[X]$ is a $q$-linearized polynomial.
Proof. Let $m=\operatorname{dim} V$ and let $\alpha_{1}, \ldots, \alpha_{m}$ form a basis of $V$. Define the matrix

$$
M=\left(\begin{array}{ccccc}
\alpha_{1} & \alpha_{1}^{q} & \cdots & \alpha_{1}^{q^{m-1}} & \alpha_{1}^{q^{m}} \\
\alpha_{2} & \alpha_{2}^{q} & \cdots & \alpha_{2}^{q^{m-1}} & \alpha_{2}^{q^{m}} \\
\vdots & \vdots & \ddots & \vdots & \vdots \\
\alpha_{m} & \alpha_{m}^{q} & \cdots & \alpha_{m}^{q^{m-1}} & \alpha_{m}^{q^{m}} \\
X & X^{q} & \cdots & X^{q^{m-1}} & X^{q^{m}}
\end{array}\right) \in \mathbb{F}(X)^{(m+1) \times(m+1)} .
$$

Note that the coefficient of $X^{q^{m}}$ in $\operatorname{det}(M)$ is $\operatorname{det}\left(M_{\alpha_{1}, \ldots, \alpha_{m}}\right)$, which is nonzero by Lemma 2.3. So $\operatorname{det}(M)$ is a $q$-linearized polynomial of degree $q^{m}$ with the leading coefficient $\operatorname{det}\left(M_{\alpha_{1}, \ldots, \alpha_{m}}\right)$. It vanishes at any $\mathbb{F}_{q}$-linear combination of $\alpha_{1}, \ldots, \alpha_{m}$, i.e., it vanishes on the set $V$. So $g:=$ $\operatorname{det}\left(M_{\alpha_{1}, \ldots, \alpha_{m}}\right)^{-1} \cdot \operatorname{det}(M)$ is a monic $q$-linearized polynomial vanishing on $V$. But $f$ is another monic polynomial that vanishes on $V$. So $f-g$ is a polynomial over $\mathbb{F}$ of degree less that $q^{m}=|V|$ that vanishes on $V$. This implies $f-g=0$, i.e., $f=g$. So $f$ is a $q$-linearized polynomial.

For a $k \times n$ matrix $G$ over an extension field $\mathbb{F}$ of $\mathbb{F}_{q}$ and an $n \times \ell$ matrix $A$ over $\mathbb{F}_{q}$, define $G_{A}:=G A \in \mathbb{F}^{k \times \ell}$. We denote by $\langle A\rangle$ the $\mathbb{F}_{q}$-subspace of $\mathbb{F}_{q}^{n}$ spanned by the columns of $A$. For an $\mathbb{F}_{q}$-subspace $V \subseteq \mathbb{F}_{q}^{n}$ and $A \in \mathbb{F}_{q}^{n \times \operatorname{dim} V}$ such that $V=\langle A\rangle$, define $G_{V} \subseteq \mathbb{F}^{k}$ to be the column span of $G_{A}$ over $\mathbb{F}$.

Linear codes. Let $\mathbb{F}$ be a field. An $[n, k]_{\mathbb{F}}$ linear code (or $[n, k]_{\mathbb{F}}$ code for short) is simply a subspace of $\mathbb{F}^{n}$ of dimension $k$. The dual code of an $[n, k]_{\mathbb{F}}$ code $C$ is the $[n, n-k]_{\mathbb{F}}$ code $C^{\perp}$.

For an $[n, k]_{\mathbb{F}}$ code $C$, a matrix $G \in \mathbb{F}^{k \times n}$ is said to be a generator matrix of $C$ if $C=\left\{G^{T} \boldsymbol{u}: u \in\right.$ $\left.\mathbb{F}^{k}\right\}$, and a matrix $H \in \mathbb{F}^{(n-k) \times n}$ is said to be a parity check matrix of $C$ if $C=\left\{\boldsymbol{v} \in \mathbb{F}^{n}: H \boldsymbol{v}=0\right\}$. A generator matrix of $C$ is also a parity check matrix of the dual code $C^{\perp}$. Similarly, a parity check matrix of $C$ is also a generator matrix of $C^{\perp}$.

### 2.1 Rank-Metric Codes and Gabidulin Codes

We first review some basic facts and results about rank-metric codes. The rank distance $d(A, B)$ between two matrices $A, B \in \mathbb{F}_{q}^{m \times n}$ is defined to be the rank of $A-B$, i.e., $d(A, B):=\operatorname{rank}(A-B)$. Indeed, this defines a distance [Gab85]. A rank-metric code $C$ is a subset of $\mathbb{F}_{q}^{m \times n}$ whose rate and minimum distance are given by

$$
R(C):=\frac{\log _{q}|C|}{n m} \quad \text { and } \quad d(C):=\min _{\substack{A, B \in C \\ A \neq B}} d(A, B) .
$$

Without loss of generality, we always assume that $m \geq n$, since otherwise we can exchange $n$ and $m$. It is convenient to treat an $m \times n$ matrix $A$ over $\mathbb{F}_{q}$ as a vector $\boldsymbol{v}=\left(v_{1}, \ldots, v_{n}\right) \in \mathbb{F}_{q^{m}}^{n}$ by identifying $\mathbb{F}_{q}^{m}$ with $\mathbb{F}_{q^{m}}$ (by fixing a basis of $\mathbb{F}_{q^{m}}$ ) and viewing each column of $A$ as an element in $\mathbb{F}_{q^{m}}$. Then, we have $\operatorname{rank}(A)=\operatorname{dim}_{\mathbb{F}_{q}}\left(\operatorname{span}_{\mathbb{F}_{q}}\left\{v_{1}, \ldots, v_{n}\right\}\right)$. In this way, a rank-metric code $C$ may be viewed as a subset of $\mathbb{F}_{q^{m}}^{n}$, and we can study linear rank-metric codes, i.e, codes that are $\mathbb{F}_{q^{m} \text {-subspaces. }}$

Linear rank-metric codes over a general field $\mathbb{F} / \mathbb{F}_{q}$. It is convenient for us to consider a general notion of linear rank-metric codes $C \subseteq \mathbb{F}^{n}$ over a field $\mathbb{F} / \mathbb{F}_{q}$ that can even be infinite. To properly define this notion, we first define the $\mathbb{F}_{q}$-rank and the kernel subspace of a vector $\boldsymbol{v} \in \mathbb{F}^{n}$.

Definition $2.5\left(\mathbb{F}_{q}\right.$-rank). Let $\mathbb{F}$ be an extension field of $\mathbb{F}_{q}$. For $\boldsymbol{v}=\left(v_{1}, \ldots, v_{n}\right) \in \mathbb{F}^{n}$, define

$$
\operatorname{rank}_{\mathbb{F}_{q}}(\boldsymbol{v}):=\operatorname{dim}_{\mathbb{F}_{q}}\left(\operatorname{span}_{\mathbb{F}_{q}}\left\{v_{1}, \ldots, v_{n}\right\}\right),
$$

called the $\mathbb{F}_{q}$-rank of $\boldsymbol{v}$.
Definition 2.6 (Kernel subspace). For $\boldsymbol{v}=\left(v_{1}, \ldots, v_{n}\right) \in \mathbb{F}^{n}$, define the $\mathbb{F}_{q}$-kernel subspace (or simply the kernel subspace) of $\boldsymbol{v}$ to be

$$
\operatorname{ker}_{\mathbb{F}_{q}}(\boldsymbol{v}):=\left\{\boldsymbol{u} \in \mathbb{F}_{q}^{n}: \boldsymbol{u}^{T} \boldsymbol{v}=0\right\}=\left\{\left(u_{1}, \ldots, u_{n}\right) \in \mathbb{F}_{q}^{n}: \sum_{i=1}^{n} u_{i} v_{i}=0\right\}
$$

The following lemma can be seen as an alternative definition of the $\mathbb{F}_{q}$-rank.
Lemma 2.7. $\operatorname{rank}_{\mathbb{F}_{q}}(\boldsymbol{v})=n-\operatorname{dim}_{\mathbb{F}_{q}}\left(\operatorname{ker}_{\mathbb{F}_{q}}(\boldsymbol{v})\right)$.

Proof. Consider the $\mathbb{F}_{q}$-linear map $\mathbb{F}_{q}^{n} \rightarrow \mathbb{F}$ sending $\boldsymbol{u} \in \mathbb{F}_{q}^{n}$ to $\boldsymbol{u}^{T} \boldsymbol{v}$. The image of this map is $\operatorname{span}_{\mathbb{F}_{q}}\left\{v_{1}, \ldots, v_{n}\right\}$, whose dimension is $\operatorname{rank}_{\mathbb{F}_{q}}(\boldsymbol{v})$ by definition. The kernel of this map is $\operatorname{ker}_{\mathbb{F}_{q}}(\boldsymbol{v})$. So $\operatorname{rank}_{\mathbb{F}_{q}}(\boldsymbol{v})=n-\operatorname{dim}_{\mathbb{F}_{q}}\left(\operatorname{ker}_{\mathbb{F}_{q}}(\boldsymbol{v})\right)$.

We can now define the notion of a linear rank-metric code over a field $\mathbb{F} / \mathbb{F}_{q}$.
Definition 2.8 (Linear rank-metric code). Let $\mathbb{F}$ be an extension field of $\mathbb{F}_{q}$. An $[n, k]_{\mathbb{F}}$ (linear) rank-metric code is simply an $[n, k]_{\mathbb{F}}$ code $C \subseteq \mathbb{F}^{n}$ equipped with the distance function $d_{R}: \mathbb{F}^{n} \times$ $\mathbb{F}^{n} \rightarrow \mathbb{N}$ defined by $d_{R}\left(\boldsymbol{v}, \boldsymbol{v}^{\prime}\right):=\operatorname{rank}_{\mathbb{F}_{q}}\left(\boldsymbol{v}-\boldsymbol{v}^{\prime}\right)$. The minimum distance of $C$ is

$$
d(C):=\min _{\substack{\boldsymbol{v}, \boldsymbol{v}^{\prime} \in C \\ \boldsymbol{v} \neq \boldsymbol{v}^{\prime}}} d_{R}\left(\boldsymbol{v}, \boldsymbol{v}^{\prime}\right)=\min _{\mathbf{0} \neq \boldsymbol{v} \in C} \operatorname{rank}_{\mathbb{F}_{q}}(\boldsymbol{v}) .
$$

In analogy with the classical scenario, one can prove the Singleton bound for linear rank-metric codes.

Theorem 2.9 (Singleton bound). Let $C$ be an $[n, k]_{\mathbb{F}}$ rank-metric code. Then $d(C) \leq n-k+1 .{ }^{6}$
Proof. There exists a nonzero codeword $\boldsymbol{v}=\left(v_{1}, \ldots, v_{n}\right) \in C$ whose first $k-1$ coordinates are zero. So $d(C) \leq \operatorname{rank}_{\mathbb{F}_{q}}(\boldsymbol{v})=\operatorname{dim}_{\mathbb{F}_{q}}\left(\operatorname{span}_{\mathbb{F}_{q}}\left\{v_{1}, \ldots, v_{n}\right\}\right)=\operatorname{dim}_{\mathbb{F}_{q}}\left(\operatorname{span}_{\mathbb{F}_{q}}\left\{v_{k}, \ldots, v_{n}\right\}\right) \leq n-k+1$.
$[n, k]_{\mathbb{F}}$ rank-metric codes $C$ that attain the Singleton bound (i.e., $d(C)=n-k+1$ ) are called MRD codes. The next lemma gives an alternative characterization of MRD codes, which is crucial in this paper.

Lemma 2.10. Let $G \in \mathbb{F}^{k \times n}$ be a generator matrix of an $[n, k]_{\mathbb{F}}$ code $C$. Then the following are all equivalent:

1. $C$ is MRD.
2. For any $A \in \mathbb{F}_{q}^{n \times k}$ of full rank, the matrix $G A \in \mathbb{F}^{k \times k}$ also has full rank.
3. For any $k^{\prime} \leq k$ and any $A^{\prime} \in \mathbb{F}_{q}^{n \times k^{\prime}}$ of full rank, the matrix $G A^{\prime} \in \mathbb{F}^{k \times k^{\prime}}$ also has full rank.

Proof. Item 3 obviously implies Item 2 . To see the converse, for any $A^{\prime} \in \mathbb{F}_{q}^{n \times k^{\prime}}$ of full rank, where $k^{\prime} \leq k$, we may extend $A^{\prime}$ to a matrix $A \in \mathbb{F}_{q}^{n \times k}$ of full rank. As the columns of $G A^{\prime}$ form a subset of the columns of $G A$, if $G A$ has full rank (i.e., its columns are linearly independent over $\mathbb{F}$ ), then so does $G A^{\prime}$. So Item 2 implies Item 3.

To see that Item 2 implies Item 1, assume to the contrary that $C$ is not MRD, i.e., there exists a nonzero codeword $\boldsymbol{v} \in C \subseteq \mathbb{F}^{n}$ such that $\operatorname{rank}_{\mathbb{F}_{q}}(\boldsymbol{v}) \leq n-k$. Then, there exists $A \in \mathbb{F}_{q}^{n \times k}$ of rank $k$ such that $\boldsymbol{v}^{T} A=0$. The row vector $\boldsymbol{v}^{T}$ can be written as $\boldsymbol{x}^{T} G$ for some nonzero $\boldsymbol{x} \in \mathbb{F}^{k}$. Then $\boldsymbol{x}^{T} G A=0$, implying that $G A$ does not have full rank.

Conversely, to see that Item 1 implies Item 2, assume that $G A$ does not have full rank for some $A \in \mathbb{F}_{q}^{n \times k}$ of full rank. Then there exists nonzero $\boldsymbol{x} \in \mathbb{F}^{k}$ such that $\boldsymbol{x}^{T} G A=0$. Let $\boldsymbol{v}=G^{T} \boldsymbol{x}=\left(\boldsymbol{x}^{T} G\right)^{T} \in \mathbb{F}^{n}$, which is a nonzero codeword. Then $\boldsymbol{v}^{T} A=0$. As $A$ has rank $k$, we have $\operatorname{rank}_{\mathbb{F}_{q}}(\boldsymbol{v}) \leq n-k$ and hence $d(C) \leq n-k$. So $C$ is not MRD.

Lemma 2.11. Let $C$ be an $[n, k]_{\mathbb{F}}$ code. If $C$ is MRD, then $C^{\perp}$ is also MRD.

[^5]Proof. By definition, $C^{\perp}$ is an $[n, n-k]_{\mathbb{F}}$ code. Let $G \in \mathbb{F}^{k \times n}$ be a generator matrix of $C$, which is also a parity check matrix of $C^{\perp}$. Assume to the contrary that $C^{\perp}$ is not MRD. Then there exists nonzero $\boldsymbol{v}=\left(v_{1}, \ldots, v_{n}\right) \in C^{\perp}$ such that $\operatorname{rank}_{\mathbb{F}_{q}}(\boldsymbol{v})=r \leq k$. By definition, $\operatorname{dim}_{\mathbb{F}_{q}}\left(\operatorname{span}_{\mathbb{F}_{q}}\left\{v_{1}, \ldots, v_{n}\right\}\right)=r$. Pick $z_{1}, \ldots, z_{r} \in \mathbb{F}$ that form a basis of $\operatorname{span}_{\mathbb{F}_{q}}\left\{v_{1}, \ldots, v_{n}\right\}$ over $\mathbb{F}_{q}$, and let $\boldsymbol{z}=\left(z_{1}, \ldots, z_{r}\right) \in \mathbb{F}^{r}$. Then $\boldsymbol{v}=A \boldsymbol{z}$ for some $A \in \mathbb{F}_{q}^{n \times r}$ of rank $r$. As $\boldsymbol{v} \neq 0$, we have $\boldsymbol{z} \neq 0$. Finally, as $\boldsymbol{v} \in C^{\perp}$, we have $0=G \boldsymbol{v}=G A \boldsymbol{z}$. So $G A \in \mathbb{F}^{k \times r}$ does not have full rank. By Lemma 2.10, $C$ is not MRD.

We also record the basic fact that the properties of $\operatorname{GKP}(\ell), \operatorname{MRD}(\ell)$, and $\operatorname{LD-MRD}(\leq \ell)$ all imply the MRD property.

Lemma 2.12. Let $\ell \geq 1$. A code that is $\operatorname{GKP}(\ell), \operatorname{MRD}(\ell)$, or $\operatorname{LD}-\operatorname{MRD}(\leq \ell)$ is also MRD.
Proof. By definition, we only need to verify that an $\operatorname{LD}-\operatorname{MRD}(1)$ code is MRD. Suppose $C$ is an $[n, k]_{\mathbb{F}}$ code that is $\operatorname{LD}-\operatorname{MRD}(1)$. Then $C$ is $(\rho, 1)$-average radius list decodable in the rank metric, where $\rho=\frac{1}{2}(1-k / n)$. Let $\boldsymbol{v}, \boldsymbol{v}^{\prime} \in C$ such that $d_{R}\left(\boldsymbol{v}, \boldsymbol{v}^{\prime}\right)=d(C)$, and let $\boldsymbol{y}=\boldsymbol{v}$. Then $d(C)=d_{R}\left(\boldsymbol{v}, \boldsymbol{v}^{\prime}\right)=d_{R}(\boldsymbol{y}, \boldsymbol{v})+d_{R}\left(\boldsymbol{y}, \boldsymbol{v}^{\prime}\right)>2 n \rho=n-k$. So $d(C) \geq n-k+1$, i.e., $C$ is MRD.

Gabidulin codes. The most famous MRD codes are Gabidulin codes, which are defined by using the evaluation of linearized polynomials. We briefly review the construction of Gabidulin codes [Gab85] and extend it to a general field $\mathbb{F} / \mathbb{F}_{q}$.
Definition 2.13 (Gabidulin code over $\mathbb{F}$ ). Let $0<k \leq n$ be integers. Let $\mathbb{F}$ be an extension field of $\mathbb{F}_{q}$ such that $\left[\mathbb{F}: \mathbb{F}_{q}\right] \geq n$. Let $\alpha_{1}, \ldots, \alpha_{n} \in \mathbb{F}$ be linearly independent over $\mathbb{F}_{q}$. Define

$$
\mathcal{G}_{n, k}\left(\alpha_{1}, \ldots, \alpha_{n}\right):=\left\{\boldsymbol{x}_{f}=\left(f\left(\alpha_{1}\right), \ldots, f\left(\alpha_{n}\right)\right): f \in \mathbb{F}[X] \text { is } q \text {-linearized and } \operatorname{deg}_{q}(f) \leq k-1\right\} .
$$

which is an $[n, k]_{\mathbb{F}}$ rank-metric code of minimum distance $\min _{f \neq 0, \operatorname{deg}_{q}(f)<k} \operatorname{rank}_{\mathbb{F}_{q}}\left(\boldsymbol{x}_{f}\right)$.
For a nonzero codeword $\boldsymbol{x}_{f}=\left(f\left(\alpha_{1}\right), \ldots, f\left(\alpha_{n}\right)\right) \in \mathcal{G}_{n, k}\left(\alpha_{1}, \ldots, \alpha_{n}\right)$, using the fact that $f$ is $q$-linearized, we have

$$
\operatorname{ker}_{\mathbb{F}_{q}}\left(\boldsymbol{x}_{f}\right)=\left\{\left(u_{1}, \ldots, u_{n}\right) \in \mathbb{F}_{q}^{n}:\left(\sum_{i=1}^{n} u_{i} f\left(\alpha_{i}\right)\right)=0\right\}=\left\{\left(u_{1}, \ldots, u_{n}\right) \in \mathbb{F}_{q}^{n}: f\left(\sum_{i=1}^{n} u_{i} \alpha_{i}\right)=0\right\}
$$

whose dimension over $\mathbb{F}_{q}$ is bounded by $k-1$ since $\alpha_{1}, \ldots, \alpha_{n}$ are linearly independent over $\mathbb{F}_{q}$ and $f$ has at $\operatorname{most} \operatorname{deg}(f) \leq q^{k-1}$ roots. So $\operatorname{rank}_{\mathbb{F}_{q}}\left(\boldsymbol{x}_{f}\right) \geq n-k+1$ by Lemma 2.7. This shows that Gabidulin codes are MRD codes.

### 2.2 The MRD Property of the Generic Linear Code

We now show that the symbolic matrix $W=\left(Z_{i, j}\right)_{i \in[k], j \in[n]}$ with variables $Z_{i, j}$, which can be seen as a generator matrix of the $[n, k]_{\mathbb{F}}$ "generic" linear code over $\mathbb{F}=\mathbb{F}_{q}\left(Z_{1,1}, \ldots, Z_{k, n}\right)$, has the MRD property. To prove this statement, we need a tool known as the Cauchy-Binet formula.

Fact 2.14 (Cauchy-Binet formula (see, e.g., [Tao23])). Let $\mathbb{F}$ be a field and $n \geq r$. Let $A$ be an $r \times n$ matrix and $B$ be an $n \times r$ matrix over $\mathbb{F}$. For a subset $S \subseteq[m]$ of size $r$, denote by $A_{S}$ the $r \times r$ submatrix of $A$ whose columns are selected by $S$, and similarly, denote by $B^{S}$ the $r \times r$ submatrix of $B$ whose rows are selected by $S$. Then,

$$
\operatorname{det}(A B)=\sum_{\substack{S \subseteq[n] \\|S|=r}} \operatorname{det}\left(A_{S}\right) \operatorname{det}\left(B^{S}\right) .
$$

Lemma 2.15. Let $r \leq k \leq n$ be positive integers. Let $W$ be the $k \times n$ matrix $\left(Z_{i, j}\right)_{i \in[k], j \in[n]}$ over the function field $\mathbb{F}_{q}\left(Z_{1,1}, \ldots, Z_{k, n}\right)$. Let $A$ be an $n \times r$ matrix of full rank over $\mathbb{F}_{q}$. Then $W A \in \mathbb{F}_{q}\left(Z_{1,1}, \ldots, Z_{k, n}\right)^{k \times r}$ has the full rank of $r$.

Proof. By replacing $W$ with its top $r \times n$ submatrix, we may assume $k=r$. By the Cauchy-Binet formula,

$$
\operatorname{det}(W A)=\sum_{\substack{S \subseteq[n] \\|S|=r}} \operatorname{det}\left(W_{S}\right) \operatorname{det}\left(A^{S}\right)
$$

Since $A$ is a full rank matrix over $\mathbb{F}_{q}$, there exists $S \subseteq[n]$ of size $r$ such that $\operatorname{det}\left(A^{S}\right) \neq 0$. Note that $\operatorname{det}\left(W_{S}\right) \neq 0$, which follows by expanding $\operatorname{det}\left(W_{S}\right)$ into a linear combination of monomials and using the fact that the entries of $W$ are distinct variables $Z_{i, j}$. So $\operatorname{det}\left(W_{S}\right) \operatorname{det}\left(A^{S}\right) \neq 0$. For any $S^{\prime} \subseteq[n]$ of size $r$, every monomial of $\operatorname{det}\left(W_{S^{\prime}}\right) \operatorname{det}\left(A^{S^{\prime}}\right)$ has the form $Z_{1, i_{1}} \cdots Z_{r, i_{r}}$ where $\left\{i_{1}, \ldots, i_{r}\right\}=S^{\prime}$. So the monomials of $\operatorname{det}\left(W_{S}\right) \operatorname{det}\left(A^{S}\right)$ are different from those of $\operatorname{det}\left(W_{S^{\prime}}\right) \operatorname{det}\left(A^{S^{\prime}}\right)$ when $S \neq S^{\prime}$. It follows that $\operatorname{det}(W A) \neq 0$, i.e., $W A$ has full rank.

## 3 Generic Kernel Patterns

In this section, we develop a structural theory regarding the concept of a generic kernel pattern of order $\ell$ over a finite field $\mathbb{F}_{q}$. The notion of generic kernel patterns that we introduce can be viewed as a natural generalization of generic zero patterns studied in [DSY14b, Lov18, YH19b, BGM23].

Recall that a tuple $\mathcal{V}=\left(V_{1}, V_{2}, \ldots, V_{k}\right)$, where each $V_{i}$ is a linear subspace of $\mathbb{F}_{q}^{n}$, is called a generic kernel pattern over $\mathbb{F}_{q}$ if for every nonempty set $\Omega \subseteq[k]$, we have

$$
\operatorname{dim}\left(\bigcap_{i \in \Omega} V_{i}\right) \leq k-|\Omega|
$$

Furthermore, $\mathcal{V}$ is said to be of order $\ell$ if there are exactly $\ell$ distinct nonzero subspaces among $V_{1}, V_{2}, \ldots, V_{k}$.

We will now establish a general framework to precisely characterize generic kernel patterns of order at most $\ell$, which play a crucial role in understanding the list decodability of Gabidulin codes. To achieve this, we will develop a linear-algebraic analog of the generalized Hall's theorem as proved by Brakensiek, Gopi, and Makam in [BGM23].

We remark that, although the statements and proofs in this section are presented over $\mathbb{F}_{q}$, sufficient for our applications, they remain valid over a general field $\mathbb{F}$.

### 3.1 Generalized Hall's Theorem for Vector Spaces

We start by proving the following theorem, which can be seen as a linear-algebraic analog of [DSY14b, Theorem 2].

Theorem 3.1 (Hall's theorem for vector spaces). Let $n$ and $k$ be integers with $n \geq k \geq 0$. Let $V_{1}, \ldots, V_{k}$ be subspaces of $\mathbb{F}_{q}^{n}$. Suppose

$$
\begin{equation*}
\operatorname{dim}\left(\sum_{i \in \Omega} V_{i}\right) \geq n-k+|\Omega| \tag{7}
\end{equation*}
$$

holds for all nonempty $\Omega \subseteq[k]$. Then there exist subspaces $V_{i}^{\prime} \subseteq V_{i}, i=1, \ldots, k$, such that

1. $\operatorname{dim}\left(\sum_{i \in \Omega} V_{i}^{\prime}\right) \geq n-k+|\Omega|$ for all nonempty $\Omega \subseteq[k]$, and
2. $\operatorname{dim} V_{i}^{\prime}=n-k+1$ for all $i \in[k]$.

Proof. Our proof closely follows that of [DSY14b, Theorem 2]. First, if there exist subspaces $\widetilde{V}_{1} \subseteq V_{1}, \ldots, \widetilde{V}_{k} \subseteq V_{k}$ such that (7) holds for $\widetilde{V}_{1}, \ldots, \widetilde{V}_{k}$ and at least one subspace $\widetilde{V}_{i}$ is a proper subspace of $V_{i}$, then we may replace $V_{i}$ by $\widetilde{V}_{i}$ and prove the claim for the new subspaces $\widetilde{V}_{1}, \ldots, \widetilde{V}_{k}$, which would imply the claim for the original subspaces $V_{1}, \ldots, V_{k}$. By repeatedly doing this, we may assume that $\left(V_{1}, \ldots, V_{k}\right)$ is minimal (with respect to component-wise inclusion) subject to the condition (7).

We will show that for the minimal $\left(V_{1}, \ldots, V_{k}\right)$ satisfying (7), the claim holds by choosing $V_{i}^{\prime}=V_{i}$ for $i \in[k]$. Note that Item 1 is just (7) as $V_{i}^{\prime}=V_{i}$. Assume to the contrary that Item 2 does not hold. Then there exists $r \in[k]$ such that

$$
\begin{equation*}
\operatorname{dim} V_{r} \geq n-k+2 \geq 2 \tag{8}
\end{equation*}
$$

This is because we have $\operatorname{dim} V_{i} \geq n-k+1$ for all $i \in[k]$ by Item 1 and, as Item 2 does not hold, the equality is not attained for some $i \in[k]$.

Pick linearly independent $a, b \in V_{r}$ and let $V_{a, b}$ be a complement of $\operatorname{span}\{a, b\}$ in $V_{r}$, i.e., $V_{r}=V_{a, b} \oplus \operatorname{span}\{a, b\}$. For $i \in[k]$, define

$$
V_{i}^{a}=\left\{\begin{array}{ll}
V_{a, b} \oplus \operatorname{span}\{a\}, & \text { if } i=r, \\
V_{i}, & \text { otherwise },
\end{array} \quad \text { and } \quad V_{i}^{b}= \begin{cases}V_{a, b} \oplus \operatorname{span}\{b\}, & \text { if } i=r, \\
V_{i}, & \text { otherwise }\end{cases}\right.
$$

By the minimality of $\left(V_{1}, \ldots, V_{k}\right)$, both $\left(V_{1}^{a}, \ldots, V_{k}^{a}\right)$ and $\left(V_{1}^{b}, \ldots, V_{k}^{b}\right)$ violate (7). Moreover, (7) is violated only for nonempty sets $\Omega \subseteq[k]$ that contain $r$ since $V_{i}^{a}$ and $V_{i}^{b}$ agree with $V_{i}$ if $i \neq r$. Therefore, there exist $A, B \subseteq[k]$ not containing $r$ such that

$$
\operatorname{dim}\left(\sum_{i \in A \cup\{r\}} V_{i}^{a}\right)<n-k+|A|+1 \quad \text { and } \quad \operatorname{dim}\left(\sum_{i \in B \cup\{r\}} V_{i}^{b}\right)<n-k+|B|+1 .
$$

On the other hand, note that $\sum_{i \in A \cup\{r\}} V_{i}^{a} \supseteq \sum_{i \in A} V_{i}$ and $\operatorname{dim}\left(\sum_{i \in A} V_{i}\right) \geq n-k+|A|$. So we must have

$$
\begin{equation*}
\operatorname{dim}\left(\sum_{i \in A \cup\{r\}} V_{i}^{a}\right)=n-k+|A| \quad \text { and } \quad \sum_{i \in A \cup\{r\}} V_{i}^{a}=\sum_{i \in A} V_{i} . \tag{9}
\end{equation*}
$$

Similarly,

$$
\begin{equation*}
\operatorname{dim}\left(\sum_{i \in B \cup\{r\}} V_{i}^{b}\right)=n-k+|B| \quad \text { and } \quad \sum_{i \in B \cup\{r\}} V_{i}^{b}=\sum_{i \in B} V_{i} . \tag{10}
\end{equation*}
$$

It follows that

$$
\begin{equation*}
\left(\sum_{i \in A \cup\{r\}} V_{i}^{a}\right) \cap\left(\sum_{i \in B \cup\{r\}} V_{i}^{b}\right)=\left(\sum_{i \in A} V_{i}\right) \cap\left(\sum_{i \in B} V_{i}\right) . \tag{11}
\end{equation*}
$$

As $V_{r}=V_{r}^{a}+V_{r}^{b}$, we also have

$$
\begin{equation*}
\left(\sum_{i \in A \cup\{r\}} V_{i}^{a}\right)+\left(\sum_{i \in B \cup\{r\}} V_{i}^{b}\right)=\sum_{i \in A \cup B \cup\{r\}} V_{i} . \tag{12}
\end{equation*}
$$

Then

$$
\begin{align*}
& 2(n-k)+|A|+|B| \\
& \stackrel{(9),(10)}{=} \operatorname{dim}\left(\sum_{i \in A \cup\{r\}} V_{i}^{a}\right)+\operatorname{dim}\left(\sum_{i \in B \cup\{r\}} V_{i}^{b}\right) \\
& =\operatorname{dim}\left(\left(\sum_{i \in A \cup\{r\}} V_{i}^{a}\right)+\left(\sum_{i \in B \cup\{r\}} V_{i}^{b}\right)\right)+\operatorname{dim}\left(\left(\sum_{i \in A \cup\{r\}} V_{i}^{a}\right) \cap\left(\sum_{i \in B \cup\{r\}} V_{i}^{b}\right)\right)  \tag{13}\\
& \stackrel{(11),(12)}{=} \operatorname{dim}\left(\sum_{i \in A \cup B \cup\{r\}} V_{i}\right)+\operatorname{dim}\left(\left(\sum_{i \in A} V_{i}\right) \cap\left(\sum_{i \in B} V_{i}\right)\right) .
\end{align*}
$$

By (7), we have

$$
\begin{equation*}
\operatorname{dim}\left(\sum_{i \in A \cup B \cup\{r\}} V_{i}\right) \geq n-k+|A \cup B|+1 \tag{14}
\end{equation*}
$$

We claim that

$$
\begin{equation*}
\operatorname{dim}\left(\left(\sum_{i \in A} V_{i}\right) \cap\left(\sum_{i \in B} V_{i}\right)\right) \geq n-k+|A \cap B| \tag{15}
\end{equation*}
$$

which will be proved shortly. Then

$$
\begin{aligned}
2(n-k)+|A|+|B| & \stackrel{(13)}{=} \operatorname{dim}\left(\sum_{i \in A \cup B \cup\{r\}} V_{i}\right)+\operatorname{dim}\left(\left(\sum_{i \in A} V_{i}\right) \cap\left(\sum_{i \in B} V_{i}\right)\right) \\
& \stackrel{(14),(15)}{\geq} 2(n-k)+|A|+|B|+1
\end{aligned}
$$

which is impossible. So Item 2 holds.
It remains to prove (15). In the case where $A \cap B \neq \emptyset$, this follows immediately from (7) and the fact that $\operatorname{dim}\left(\left(\sum_{i \in A} V_{i}\right) \cap\left(\sum_{i \in B} V_{i}\right)\right) \geq \operatorname{dim}\left(\sum_{i \in A \cap B} V_{i}\right)$. Now assume $A \cap B=\emptyset$. By (9) and (10), we have $V_{r}^{a} \subseteq \sum_{i \in A} V_{i}$ and $V_{r}^{b} \subseteq \sum_{i \in B} V_{i}$. This implies
$\operatorname{dim}\left(\left(\sum_{i \in A} V_{i}\right) \cap\left(\sum_{i \in B} V_{i}\right)\right) \geq \operatorname{dim}\left(V_{r}^{a} \cap V_{r}^{b}\right)=\operatorname{dim} V_{a, b}=\operatorname{dim} V_{r}-2 \stackrel{(8)}{\geq} n-k=n-k+|A \cap B|$, which proves (15).

Instead of directly using Theorem 3.1, we will in fact use its dual version, which is stated as follows.

Corollary 3.2 (Hall's theorem for vector spaces, the dual version). Let $n$ and $k$ be integers with $n \geq k \geq 0$. Let $V_{1}, \ldots, V_{k}$ be subspaces of $\mathbb{F}_{q}^{n}$. Suppose

$$
\begin{equation*}
\operatorname{dim}\left(\bigcap_{i \in \Omega} V_{i}\right) \leq k-|\Omega| \tag{16}
\end{equation*}
$$

holds for all nonempty $\Omega \subseteq[k]$. Then there exist subspaces $V_{i}^{\prime}$ of $\mathbb{F}_{q}^{n}$ containing $V_{i}, i=1, \ldots, k$, such that

1. $\operatorname{dim}\left(\bigcap_{i \in \Omega} V_{i}^{\prime}\right) \leq k-|\Omega|$ for all nonempty $\Omega \subseteq[k]$, and
2. $\operatorname{dim} V_{i}^{\prime}=k-1$ for all $i \in[k]$.

Proof. Let $H_{i}=V_{i}^{\perp} \subseteq \mathbb{F}_{q}^{n}$ for $i \in[k]$. For any nonempty $\Omega \subseteq[k]$, we have $\left(\bigcap_{i \in \Omega} V_{i}\right)^{\perp}=\sum_{i \in \Omega} H_{i}$ by Lemma 2.1. So (16) is equivalent to $\operatorname{dim}\left(\sum_{i \in \Omega} H_{i}\right) \geq n-k+|\Omega|$. Applying Theorem 3.1 to $H_{1}, \ldots, H_{k}$, we obtain subspaces $H_{i}^{\prime} \subseteq H_{i}$ such that $\operatorname{dim}\left(\sum_{i \in \Omega} H_{i}^{\prime}\right) \geq n-k+|\Omega|$ for all nonempty $\Omega \subseteq[k]$ and $\operatorname{dim} H_{i}^{\prime}=n-k+1$ for all $i \in[k]$.

Let $V_{i}^{\prime}=\left(H_{i}^{\prime}\right)^{\perp}$ for $i \in[k]$, so that $V_{i}^{\prime} \supseteq V_{i}$. For every nonempty $\Omega \subseteq[k]$, we have $\left(\bigcap_{i \in \Omega} V_{i}^{\prime}\right)^{\perp}=$ $\sum_{i \in \Omega} H_{i}^{\prime}$ by Lemma 2.1. So $\operatorname{dim}\left(\bigcap_{i \in \Omega} V_{i}^{\prime}\right)=n-\operatorname{dim}\left(\sum_{i \in \Omega} H_{i}^{\prime}\right) \leq k-|\Omega|$, proving Item 1. And for $i \in[k]$, we have $\operatorname{dim} V_{i}^{\prime}=\operatorname{dim}\left(H_{i}^{\prime}\right)^{\perp}=n-\operatorname{dim} H_{i}^{\prime}=k-1$, proving Item 2 .

We also need the following equivalence.
Proposition 3.3. Let $n$ and $k$ be integers with $n \geq k \geq 0$. Let $V_{1}, \ldots, V_{\ell}$ be subspaces of $\mathbb{F}_{q}^{n}$, each of dimension at most $k$. Then the following are equivalent.

1. There exist integers $\delta_{1}, \ldots, \delta_{\ell} \geq 0$ such that for every nonempty $\Omega \subseteq[\ell]$,

$$
\begin{equation*}
\operatorname{dim}\left(\bigcap_{i \in \Omega} V_{i}\right) \leq k-\sum_{i \in \Omega} \delta_{i} . \tag{17}
\end{equation*}
$$

2. The pattern $\left(T_{1}, \ldots, T_{k}\right)$ that consists of $\delta_{i}$ copies of $V_{i}$ for $i \in[\ell]$ and additional $k-\sum_{i=1}^{\ell} \delta_{i}$ copies of $\{0\}$ is a generic kernel pattern. ${ }^{7}$ That is, for every nonempty $\Omega^{\prime} \subseteq[k]$,

$$
\begin{equation*}
\operatorname{dim}\left(\bigcap_{i \in \Omega^{\prime}} T_{i}\right) \leq k-\left|\Omega^{\prime}\right| \tag{18}
\end{equation*}
$$

Proof. We first prove that Item 1 implies Item 2. Let $d=k-\sum_{i=1}^{\ell} \delta_{i}$. Let $\Omega^{\prime} \subseteq[k]$ be a nonempty set. We want to show that (18) holds. If $\Omega^{\prime}$ contains at least one $i \in[k]$ with $T_{i}=\{0\}$, then (18) holds trivially. So assume $T_{i} \neq\{0\}$ for all $i \in \Omega^{\prime}$. Moreover, we may assume that for each $V_{i}$ that appears in $\left(T_{i}\right)_{i \in \Omega^{\prime}}$, all the $\delta_{i}$ copies of $V_{i}$ also appear, since including these copies does not change LHS of (18) and can only decrease RHS. With this assumption, (18) just becomes (17).

To prove the other direction, consider any nonempty $\Omega \subseteq[\ell]$. Let $\Omega^{\prime}$ be the subset of $[k]$ that consists of the indices of all the $\delta_{i}$ copies of $V_{i}$ in $[k]$ for $i \in \Omega$ and no other indices. Applying (18) with the set $\Omega^{\prime}$ then yields (17).

The following theorem is a linear-algebraic analog of the generalized Hall's theorem as proved in [BGM23].

Theorem 3.4 (Generalized Hall's theorem for vector spaces). Let $n$ and $k$ be integers with $n \geq$ $k \geq 0$. Let $V_{1}, \ldots, V_{\ell}$ be subspaces of $\mathbb{F}_{q}^{n}$, each of dimension at most $k$. Suppose there exist integers $\delta_{1}, \ldots, \delta_{\ell} \geq 0$ such that for every nonempty $\Omega \subseteq[\ell]$, (17) holds. Then, there exist subspaces $V_{i}^{\prime} \supseteq V_{i}$ of dimension $k-\delta_{i}, i=1, \ldots, \ell$, such that for every nonempty $\Omega \subseteq[\ell]$, (17) also holds for $V_{1}^{\prime}, \ldots, V_{\ell}^{\prime}$, i.e., $\operatorname{dim}\left(\bigcap_{i \in \Omega} V_{i}^{\prime}\right) \leq k-\sum_{i \in \Omega} \delta_{i}$.

[^6]Note that Theorem 3.4 can also be viewed as a generalization of Corollary 3.2, taking into account the "multiplicities" $\delta_{i}$. Indeed, Corollary 3.2 can be derived from Theorem 3.4 by setting $\ell=k$ and choosing $\delta_{1}=\cdots=\delta_{\ell}=1$.

Proof of Theorem 3.4. By (17), we have $\operatorname{dim} V_{i} \leq k-\delta_{i}$ for $i \in[\ell]$. If $\operatorname{dim} V_{i}=k-\delta_{i}$ holds for all $i \in[\ell]$, then we are done by choosing $V_{i}^{\prime}=V_{i}$. So assume this is not the case. Without loss of generality, we may assume $\operatorname{dim} V_{1}<k-\delta_{1}$.

We want to extend $V_{1}$ to a larger subspace $V_{1}^{\prime}$ of dimension $k-\delta_{1}$ while still satisfying (17) for all nonempty $\Omega \subseteq[\ell]$. If $\delta_{1}=0$, then we can choose any subspace $V_{1}^{\prime}$ of dimension $k$ containing $V_{1}$. This is because (17) holds for any nonempty $\Omega \subseteq[\ell]$ that excludes 1 . Adding 1 to $\Omega$ can only decrease LHS of (17) while RHS remains unchanged.

Now assume $\delta_{1}>0$. By Proposition 3.3, there exists a generic kernel pattern $\left(T_{1}, \ldots, T_{k}\right)$ consisting of $\delta_{i}$ copies of $V_{i}$ for $i \in[\ell]$ and $k-\sum_{i=1}^{\ell} \delta_{i}$ copies of $\{0\}$. For $i \in[\ell]$, let $J_{i}$ be the set of indices $j \in[k]$ such that $T_{j}$ is among the $\delta_{i}$ copies of $V_{i}$. So $\left|J_{i}\right|=\delta_{i}$. Fix an arbitrary subspace $V \subseteq \mathbb{F}_{q}^{n}$ of dimension $k$ such that $V_{1} \subseteq V$.

Let $S_{i}=T_{i} \cap V$ for $i \in[k]$. The fact that $\left(T_{1}, \ldots, T_{k}\right)$ is a generic kernel pattern implies that $\left(S_{1}, \ldots, S_{k}\right)$ is also a generic kernel pattern as replacing $T_{i}$ with $S_{i}$ can only decrease LHS of (18). Applying Corollary 3.2 to $S_{1}, \ldots, S_{k} \subseteq V$ and the ambient space $V$, we see that there exist subspaces $S_{i}^{\prime}$ of $V$ containing $S_{i}, i=1, \ldots, k$, such that $\operatorname{dim} S_{i}^{\prime}=k-1$ for $i \in[k]$ and

$$
\begin{equation*}
\operatorname{dim}\left(\bigcap_{i \in \Omega} S_{i}^{\prime}\right) \leq k-|\Omega| \quad \text { for nonempty } \Omega \subseteq[k] \tag{19}
\end{equation*}
$$

For $i \in[\ell]$, we define

$$
U_{i}= \begin{cases}\bigcap_{j \in J_{i}} S_{j}^{\prime}, & \text { if } J_{i} \neq \emptyset  \tag{20}\\ V, & \text { otherwise }\end{cases}
$$

For $i \in[\ell]$, if $J_{i} \neq \emptyset$, then $U_{i} \supseteq \bigcap_{j \in J_{i}} S_{j}=V_{i} \cap V$. And if $J_{i}=\emptyset$, then $U_{i}=V \supseteq V_{i} \cap V$. So $V_{i} \cap V \subseteq U_{i}$ in either case. In particular, as $V_{1} \subseteq V$, we have $V_{1}=V_{1} \cap V \subseteq U_{1}$.

We claim that $\operatorname{dim} U_{1}=k-\delta_{1}$. If $J_{1}=\emptyset$, then $\delta_{1}=\left|J_{1}\right|=0$ and $\operatorname{dim} U_{1}=\operatorname{dim} V=k=k-\delta_{1}$. So the claim holds in the case. Now consider the case where $J_{1} \neq \emptyset$. By (19) and (20), we have

$$
\operatorname{dim} U_{1}=\operatorname{dim}\left(\bigcap_{i \in J_{1}} S_{i}^{\prime}\right) \leq k-\left|J_{1}\right|=k-\delta_{1} .
$$

Moreover, since each $S_{i}^{\prime}$ is a subspace of $V$ of codimension one, we have

$$
\operatorname{dim} U_{1}=\operatorname{dim}\left(\bigcap_{j \in J_{1}} S_{i}^{\prime}\right) \geq k-\left|J_{1}\right|=k-\delta_{1} .
$$

This proves the claim that $\operatorname{dim} U_{1}=k-\delta_{1}$.
Next, we show that (17) still holds for all nonempty $\Omega \subseteq[\ell]$ after replacing $V_{1}$ by $U_{1}$. We only need to verify this for nonempty $\Omega \subseteq[\ell]$ that contains 1 . Fix such $\Omega$ and let $\Omega^{\prime}=\bigcup_{i \in \Omega} J_{i} \subseteq[k]$. Note $\left|\Omega^{\prime}\right|=\sum_{i \in \Omega}\left|J_{i}\right|$ since the sets $J_{i}$ are disjoint. Then

$$
\begin{aligned}
& k-\sum_{i \in \Omega} \delta_{i}=k-\sum_{i \in \Omega}\left|J_{i}\right|=k-\left|\Omega^{\prime}\right| \stackrel{(19)}{\geq} \operatorname{dim}\left(\bigcap_{i \in \Omega^{\prime}} S_{i}^{\prime}\right) \\
& \stackrel{(20)}{=} \operatorname{dim}\left(\bigcap_{i \in \Omega} U_{i}\right) \geq \operatorname{dim}\left(U_{1} \cap \bigcap_{i \in \Omega \backslash\{1\}}\left(V_{i} \cap V\right)\right)=\operatorname{dim}\left(U_{1} \cap \bigcap_{i \in \Omega \backslash\{1\}} V_{i}\right),
\end{aligned}
$$

where the last step uses the fact that $U_{1} \subseteq V$ and the second last step uses the fact that $V_{i} \cap V \subseteq U_{i}$ for $i \in[\ell]$. So (17) holds with $U_{1}$ in place of $V_{1}$.

By repeating the above argument, we obtain subspaces $V_{i}^{\prime} \supseteq V_{i}$ of dimension $k-\delta_{i}$, where $i=1, \ldots, \ell$, that satisfy (17) for all nonempty $\Omega \subseteq[\ell]$. This completes the proof.

Corollary 3.5. Let $n$ and $k$ be integers with $n \geq k \geq 0$. Let $\mathcal{T}=\left(T_{1}, \ldots, T_{k}\right)$ be a generic kernel pattern consisting of $\delta_{i}$ copies of $V_{i} \subseteq \mathbb{F}_{q}^{n}$ for $i \in[\ell]$ and $k-\sum_{i=1}^{\ell} \delta_{i}$ copies of $\{0\}$. Then, there exist subspaces $V_{i}^{\prime} \supseteq V_{i}$ of dimension $k-\delta_{i}, i=1, \ldots, \ell$, such that $\mathcal{T}^{\prime}=\left(T_{1}^{\prime}, \ldots, T_{k}^{\prime}\right)$ consisting of $\delta_{i}$ copies of $V_{i}^{\prime}$ for $i \in[\ell]$ and $k-\sum_{i=1}^{\ell} \delta_{i}$ copies of $\{0\}$ is a generic kernel pattern.

Proof. Combining Proposition 3.3 and Theorem 3.4 proves the corollary.

### 3.2 Generic Kernel Patterns of Order at Most $\ell$

The main result of this subsection is the following statement, which gives a characterization of general kernel patterns of order at most $\ell$.

Lemma 3.6. Let $n, k$, and $d$ be integers with $n \geq k \geq d \geq 0$. Let $V_{1}, \ldots, V_{\ell}$ be subspaces of $\mathbb{F}_{q}^{n}$, each of dimension at most $k$. Then the following are equivalent.

1. There exists a generic kernel pattern $\mathcal{T}:=\left(T_{1}, T_{2}, \ldots, T_{k}\right)$ consisting solely of copies of $V_{1}, \ldots, V_{\ell}$ and an additional $d$ copies of $\{0\}$.
2. There exist integers $\delta_{1}, \ldots, \delta_{\ell} \geq 0$ such that $\sum_{i=1}^{\ell} \delta_{i}=k-d$ and for every nonempty $\Omega \subseteq[\ell]$,

$$
\begin{equation*}
\operatorname{dim}\left(\bigcap_{i \in \Omega} V_{i}\right) \leq k-\sum_{i \in \Omega} \delta_{i} . \tag{21}
\end{equation*}
$$

3. For all partitions $P_{1} \sqcup P_{2} \sqcup \cdots \sqcup P_{s}=[\ell]$, we have

$$
\begin{equation*}
\sum_{i=1}^{s} \operatorname{dim}\left(\bigcap_{j \in P_{i}} V_{j}\right) \leq(s-1) k+d \tag{22}
\end{equation*}
$$

Proof. By Proposition 3.3, Item 1 is equivalent to Item 2. And Item 2 implies Item 3 because for any partition $P_{1} \sqcup P_{2} \sqcup \cdots \sqcup P_{s}=[\ell]$, we have

$$
\sum_{i=1}^{s} \operatorname{dim}\left(\bigcap_{j \in P_{i}} V_{j}\right) \stackrel{(21)}{\leq} \sum_{i=1}^{s}\left(k-\sum_{j \in P_{i}} \delta_{j}\right)=s k-(k-d)=(s-1) k+d .
$$

Finally, we prove that Item 3 implies Item 2 via an induction on $\ell$. When $\ell=1$, Item 2 and Item 3 are the same. Now consider $\ell \geq 2$ and assume that Item 3 implies Item 2 for $\ell^{\prime}<\ell$. We say a partition $P_{1} \sqcup P_{2} \sqcup \cdots \sqcup P_{s}$ of [ $\ell$ ] is tight if (22) holds with equality.

Suppose Item 3 holds. We claim that there exist subspaces $V_{i}^{\prime} \supseteq V_{i}$ of dimension at most $k$, $i=1, \ldots, \ell$, such that for these new subspaces, which we call padded subspaces, Item 3 still holds and there exists a partition $P_{1} \sqcup P_{2} \sqcup \cdots \sqcup P_{s}$ of $[\ell]$ with $s \geq 2$ that is tight.

The remaining proof consists of two parts: We will first prove the above claim. Then we will show that Item 2 holds for the padded subspaces $V_{1}^{\prime}, \ldots, V_{\ell}^{\prime}$. This suffices since Item 2 then holds for the original subspaces $V_{1}, \ldots, V_{\ell}$ as well by the fact that $\bigcap_{i \in \Omega} V_{i} \subseteq \bigcap_{i \in \Omega} V_{i}^{\prime}$ for all nonempty $\Omega \subseteq[\ell]$.

For convenience, define $V_{\Omega}=\bigcap_{i \in \Omega} V_{i}$ for nonempty $\Omega \subseteq[\ell]$. Applying Item 3 to the coarsest partition of $[\ell]$ shows that $\operatorname{dim} V_{[\ell]} \leq d$.

To prove the claim, we repeatedly select pairs $\left(V_{i}, \boldsymbol{v}\right)$, where $\operatorname{dim} V_{i}<k$ and $\boldsymbol{v} \in \mathbb{F}_{q}^{n} \backslash V_{i}$, and then replace $V_{i}$ with $V_{i} \oplus \operatorname{span}(\boldsymbol{v})$, until one of the partitions of [ $\left.\ell\right]$ becomes tight. ${ }^{8}$ If the tight partition $P_{1} \sqcup \cdots \sqcup P_{s}$ arising this way satisfies $s \geq 2$, then we are done. So assume $s=1$, i.e., $\operatorname{dim} V_{[\ell]}=d$. In this case, we show that we can continue padding the subspaces $V_{i}$ until another partition with $s \geq 2$ becomes tight, while maintaining $\operatorname{dim} V_{[\ell]}=d$.

For $i \in[\ell]$, applying Item 3 to the partition $\{i\} \sqcup([\ell] \backslash\{i\})$ of $[\ell]$ shows

$$
\begin{equation*}
\operatorname{dim} V_{i}+\operatorname{dim}\left(\bigcap_{j \in[f] \backslash\{i\}} V_{j}\right) \leq k+d \tag{23}
\end{equation*}
$$

By inclusion-exclusion and the fact that $\operatorname{dim} V_{[\ell]}=d$, we have that for $i \in[\ell]$,

$$
\operatorname{dim}\left(V_{i}+\bigcap_{j \in[\ell] \backslash\{i\}} V_{j}\right)=\operatorname{dim} V_{i}+\operatorname{dim}\left(\bigcap_{j \in[\ell] \backslash\{i\}} V_{j}\right)-\operatorname{dim} V_{[\ell]}^{\stackrel{(23)}{\leq} k .}
$$

If there exists $i \in[\ell]$ such that $\operatorname{dim}\left(V_{i}+\bigcap_{j \in[\ell] \backslash\{i\}} V_{j}\right)=k$, then (23) must hold with equality. In this case, the partition $\{i\} \sqcup[\ell] \backslash\{i\}$ is tight and we are done. So assume

$$
\begin{equation*}
\operatorname{dim}\left(V_{i}+\bigcap_{j \in[\ell] \backslash\{i\}} V_{j}\right)<k \leq n \quad \text { for all } i \in[\ell] . \tag{24}
\end{equation*}
$$

Fix arbitrary $i \in[\ell]$. By (24), there exists a vector $\boldsymbol{v} \in \mathbb{F}_{q}^{n} \backslash\left(V_{i}+\bigcap_{j \in[\ell] \backslash\{i\}} V_{j}\right)$. Let $V_{i}^{\prime}=V_{i} \oplus \operatorname{span}(\boldsymbol{v})$. Then

$$
\begin{aligned}
& \operatorname{dim}\left(V_{i}^{\prime} \cap\left(\bigcap_{j \in[\ell] \backslash\{i\}} V_{j}\right)\right) \\
& =\operatorname{dim} V_{i}^{\prime}+\operatorname{dim}\left(\bigcap_{j \in[\ell] \backslash\{i\}} V_{j}\right)-\operatorname{dim}\left(V_{i}^{\prime}+\left(\bigcap_{j \in[\ell] \backslash\{i\}} V_{j}\right)\right) \\
& =\operatorname{dim} V_{i}+1+\operatorname{dim}\left(\bigcap_{j \in[\ell] \backslash\{i\}} V_{j}\right)-\operatorname{dim}\left(V_{i}+\left(\bigcap_{j \in[\ell] \backslash\{i\}} V_{j}\right)\right)-1 \quad\left(\text { since } \boldsymbol{v} \notin V_{i}+\bigcap_{j \in[\ell] \backslash\{i\}} V_{j}\right) \\
& =\operatorname{dim} V_{[\ell]}=d .
\end{aligned}
$$

Thus, replacing $V_{i}$ with $V_{i}^{\prime}$ preserves the fact that $\operatorname{dim} V_{[\ell]}=d$. We continue this process until a partition $P_{1} \sqcup \cdots \sqcup P_{s}$ with $s \geq 2$ becomes tight. This proves the claim.

Next, we verify that Item 2 holds for the padded subspaces. For ease of notation, we still denote the padded subspaces by $V_{1}, \ldots, V_{\ell}$. Fix a tight partition $P_{1} \sqcup \cdots \sqcup P_{s}$ of $[\ell]$ with $s \geq 2$, which exists after padding.

Consider arbitrary $i \in[s]$. Recall that $V_{P_{i}}=\bigcap_{j \in P_{i}} V_{j}$. Let $k_{i}=k-\operatorname{dim} V_{P_{i}}$, so that $\operatorname{dim} V_{P_{i}}=$ $k-k_{i}$. Let $W_{i}$ be a complement of $V_{P_{i}}$ in $\mathbb{F}_{q}^{n}$. For each $j \in P_{i}$, let $T_{j}:=V_{j} \cap W_{i}$. For $j \in P_{i}$, as $\mathbb{F}_{q}^{n}=$ $V_{P_{i}} \oplus W_{i}$ and $V_{j} \supseteq V_{P_{i}}$, we see that $V_{j}=V_{P_{i}} \oplus T_{j}$ and $\operatorname{dim} T_{j}=\operatorname{dim} V_{j}-\operatorname{dim} V_{P_{i}} \leq k-\left(k-k_{i}\right)=k_{i}$.

[^7]Consider an arbitrary partition $Q_{1} \sqcup \cdots \sqcup Q_{t}$ of $P_{i}$. As $P_{1} \sqcup \cdots \sqcup P_{i-1} \sqcup Q_{1} \sqcup \cdots \sqcup Q_{t} \sqcup P_{i+1} \sqcup \cdots \sqcup P_{s}$ is a partition of $[\ell]$, by Item 3 , we have

$$
\begin{equation*}
\sum_{j=1}^{t} \operatorname{dim} V_{Q_{j}}+\sum_{j \in[s] \backslash\{i\}} \operatorname{dim} V_{P_{j}} \leq(s+t-2) k+d . \tag{25}
\end{equation*}
$$

As the partition $P_{1} \sqcup \cdots \sqcup P_{s}$ of $[\ell]$ is tight, we also have

$$
\begin{equation*}
\sum_{j=1}^{s} \operatorname{dim} V_{P_{j}}=(s-1) k+d \tag{26}
\end{equation*}
$$

Define $T_{\Omega}=\bigcap_{j \in \Omega} T_{j}$ for nonempty $\Omega \subseteq P_{i}$. Then

$$
\begin{aligned}
\sum_{j=1}^{t} \operatorname{dim} T_{Q_{j}} & =\left(\sum_{j=1}^{t} \operatorname{dim} V_{Q_{j}}\right)-t \cdot \operatorname{dim} V_{P_{i}} \\
& =\left(\sum_{j=1}^{t} \operatorname{dim} V_{Q_{j}}+\sum_{j \in[s] \backslash\{i\}} \operatorname{dim} V_{P_{j}}\right)-\sum_{j=1}^{s} \operatorname{dim} V_{P_{j}}-(t-1) \operatorname{dim} V_{P_{i}} \\
& (25),(26) \\
\leq & (s+t-2) k+d-((s-1) k+d)-(t-1)\left(k-k_{i}\right)=(t-1) k_{i} .
\end{aligned}
$$

This shows that Item 3 holds for the subspaces $\left(T_{j}\right)_{j \in P_{i}}$ indexed by $P_{i}$ (instead of by [ $\left.\ell\right]$ ), where the parameter $d$ is set to zero.

Let $\ell_{i}=\left|P_{i}\right|$. Note that $\ell_{i}<\ell$ since $s \geq 2$. Identifying $P_{i}$ with $\left[\ell_{i}\right]$ and applying the induction hypothesis, we see that there exist integers $\delta_{j} \geq 0$ for all $j \in P_{i}$ such that

$$
\begin{equation*}
\sum_{j \in P_{i}} \delta_{j}=k_{i} \tag{27}
\end{equation*}
$$

and for all nonempty $\Omega \subseteq P_{i}$,

$$
\begin{equation*}
\operatorname{dim} T_{\Omega} \leq k_{i}-\sum_{j \in \Omega} \delta_{j} . \tag{28}
\end{equation*}
$$

As $i \in[s]$ is arbitrary, we can perform the above procedure for $i=1, \ldots, s$, which yields $\delta_{j}$ for all $j \in[\ell]$. We now verify that $\delta_{1}, \ldots, \delta_{\ell}$ satisfy Item 2 . First, observe that

$$
\sum_{i=1}^{\ell} \delta_{i}=\sum_{i=1}^{s} \sum_{j \in P_{i}} \delta_{j} \stackrel{(27)}{=} \sum_{i=1}^{s} k_{i}=\sum_{i=1}^{s}\left(k-\operatorname{dim} V_{P_{i}}\right) \stackrel{(26)}{=} k-d
$$

So it remains to verify (21) for all nonempty $\Omega \subseteq[\ell]$. Fix nonempty $\Omega \subseteq[\ell]$. Let $I=\{i \in[s]$ : $\left.P_{i} \cap \Omega \neq \emptyset\right\}$. Consider $i \in I$. Recall that for $j \in P_{i}$, the complement $T_{j}$ of $V_{P_{i}}$ in $V_{j}$ is chosen to be $V_{j} \cap W_{i}$, where $W_{i}$ is a complement of $V_{P_{i}}$ in $\mathbb{F}_{q}^{n}$. It follows that for any $J \subseteq P_{i}$,

$$
\begin{equation*}
\bigcap_{j \in J} V_{j}=V_{P_{i}} \oplus\left(\bigcap_{j \in J} T_{j}\right)=V_{P_{i}} \oplus T_{J} \tag{29}
\end{equation*}
$$

Then, we have

$$
\begin{align*}
& \operatorname{dim}\left(\bigcap_{i \in \Omega} V_{i}\right)=\operatorname{dim}\left(\bigcap_{i \in I} \bigcap_{j \in P_{i} \cap \Omega} V_{j}\right) \stackrel{(29)}{=} \operatorname{dim}\left(\bigcap_{i \in I}\left(V_{P_{i}} \oplus T_{P_{i} \cap \Omega}\right)\right) \\
& \leq \operatorname{dim}\left(\bigcap_{i \in I} V_{P_{i}}\right)+\sum_{i \in I} \operatorname{dim}\left(T_{P_{i} \cap \Omega}\right)  \tag{byLemma2.2}\\
& \stackrel{(28)}{\leq} \operatorname{dim}\left(\bigcap_{i \in I} V_{P_{i}}\right)+\sum_{i \in I}\left(k_{i}-\sum_{j \in P_{i} \cap \Omega} \delta_{j}\right) \\
& =\operatorname{dim}\left(\bigcap_{i \in I} V_{P_{i}}\right)-\sum_{i \in I} \operatorname{dim} V_{P_{i}}+k|I|-\sum_{j \in \Omega} \delta_{j} \\
& =\operatorname{dim}\left(\bigcap_{i \in I} V_{P_{i}}\right)+\sum_{i \in[s] \backslash I} \operatorname{dim} V_{P_{i}}-\sum_{i \in[s]} \operatorname{dim} V_{P_{i}}+k|I|-\sum_{j \in \Omega} \delta_{j} \\
& \stackrel{(26)}{=} \operatorname{dim}\left(\bigcap_{i \in I} V_{P_{i}}\right)+\sum_{i \in[s] \backslash I} \operatorname{dim} V_{P_{i}}-((s-1) k+d)+k|I|-\sum_{j \in \Omega} \delta_{j} \\
& \leq(s-|I|) k+d-((s-1) k+d)+k|I|-\sum_{j \in \Omega} \delta_{j} \\
& =k-\sum_{j \in \Omega} \delta_{j},
\end{align*}
$$

where the second last step follows by applying (22) to the partition of [ $\ell]$ consisting of the set $\bigcup_{i \in I} P_{i}$ and the sets $P_{j}$ for $j \in[s] \backslash I$. So Item 2 holds, which concludes the proof.

Remark 3.7. The proof of the above lemma closely follows that of [BGM23, Lemma 2.8], which gives a characterization of general zero patterns of order at most $\ell$. However, some details differ due to our focus on vector spaces instead of plain sets. For example, the proof of [BGM23, Lemma 2.8] uses the pigeonhole principle to argue that one can continue padding a collection of sets until some partition $P_{1} \sqcup P_{2} \sqcup \cdots \sqcup P_{s}=[\ell]$ with $s \geq 2$ becomes tight. For us, such a simple argument does not work, as extending a subspace $V_{i}$ to $V_{i} \oplus \operatorname{span}\{\boldsymbol{v}\}$ for a vector $\boldsymbol{v} \notin V_{i}$ would introduce elements that are not in $V_{i} \cup\{\boldsymbol{v}\}$. Instead, our proof for the feasibility of padding is based on the inequality (23), derived in turn from Item 3 of Lemma 3.6. We find our argument to be more general and believe it may be of independent interest.

## 4 The GM-MRD Theorem

In this section, we prove the GM-MRD theorem, which states that symbolic Gabidulin code over $\mathbb{F}=\mathbb{F}_{q}\left(Z_{1}, \ldots, Z_{n}\right)$ is $\operatorname{GKP}(\ell)$ for all $\ell$. For the convenience of applications, we have formulated the theorem as follows.

Theorem 4.1 (GM-MRD theorem). Let $1 \leq k \leq n$ be integers. Let $\mathbb{F}=\mathbb{F}_{q}\left(Z_{1}, \ldots, Z_{n}\right)$ and $G=\left(Z_{j}^{q^{i-1}}\right)_{i \in[k], j \in[n]} \in \mathbb{F}^{k \times n}$. For every generic kernel pattern $\mathcal{V}=\left(V_{1}, \ldots, V_{k}\right)$ and matrices $A_{1}, \ldots, A_{k}$, where $A_{i} \in \mathbb{F}_{q}^{n \times \operatorname{dim} V_{i}}$ and $\left\langle A_{i}\right\rangle=V_{i}$, there exists a matrix $M_{\mathcal{V}} \in \mathbb{F}^{k \times k}$ such that

1. $M_{\mathcal{V}}$ is invertible,
2. $\boldsymbol{m}_{i} G A_{i}=0$ for all $i \in[k]$, where $\boldsymbol{m}_{i}$ denotes the $i$-th row of $M_{\mathcal{V}}$, and
3. The entries of $M_{\mathcal{V}}$ are polynomials in $Z_{1}, \ldots, Z_{n}$ over $\mathbb{F}_{q}$ of degree at most $q^{k-1}$.

In particular, the symbolic Gabidulin code $\mathcal{G}_{n, k}\left(Z_{1}, \ldots, Z_{n}\right)$ over $\mathbb{F}$ is $\operatorname{GKP}(\ell)$ for all $\ell \geq 1$.
Theorem 4.1 implies the following result, which states that a random Gabidulin code over a large enough finite field is, with high probability, $\operatorname{GKP}(\ell)$ for all $\ell$.

Theorem 4.2 (GM-MRD theorem, finite field version). Let $1 \leq k \leq n \leq m$ be integers. Let $\ell \geq 1$. Let $\left(\alpha_{1}, \ldots, \alpha_{n}\right)$ be uniformly distributed over the set of all vectors in $\mathbb{F}_{q^{m}}^{n}$ whose coordinates are linearly independent over $\mathbb{F}_{q}$. Then with probability at least $1-3 k q^{n k \cdot \min \{\ell, k\}+k-m}$, the Gabidulin code $\mathcal{G}_{n, k}\left(\alpha_{1}, \ldots, \alpha_{n}\right)$ over $\mathbb{F}_{q^{m}}$ is $\operatorname{GKP}(\ell)$.

Proof. Note that we may permute the subspaces $V_{i}$ in a generic kernel pattern $\mathcal{V}=\left(V_{1}, \ldots, V_{k}\right)$ without affecting whether $\mathcal{G}_{n, k}\left(\alpha_{1}, \ldots, \alpha_{n}\right)$ attains $\mathcal{V}$. Up to permutation, each generic kernel pattern $\mathcal{V}$ of order at most $\ell$ can be represented by a list of subspaces $V_{1}, \ldots, V_{\ell^{\prime}}$ of dimension at most $k-1$, where $\ell^{\prime} \leq \min \{\ell, k\}$, together with their multiplicities $\delta_{1}, \ldots, \delta_{\ell^{\prime}} \in[k]$. Each $V_{i}$ can be represented by a matrix $A_{i} \in \mathbb{F}_{q}^{n \times(k-1)}$ satisfying $V_{i}=\left\langle A_{i}\right\rangle$, for which there are at most $q^{n(k-1)}$ choices. So the number of generic kernel patterns we need to consider is bounded by

$$
\mathcal{N}:=\sum_{\ell^{\prime}=1}^{\min \{\ell, k\}}\left(k q^{n(k-1)}\right)^{\ell^{\prime}} \leq \sum_{\ell^{\prime}=1}^{\min \{\ell, k\}} q^{n k \ell^{\prime}} \leq 2 q^{n k \cdot \min \{\ell, k\}}
$$

First assume that $\left(\alpha_{1}, \ldots, \alpha_{n}\right)$ is uniformly distributed over $\mathbb{F}_{q^{m}}^{n}$ at random. Consider a fixed generic kernel pattern $\mathcal{V}$. Let $M_{\mathcal{V}}$ be as in Theorem 4.1, whose entries are polynomials in $Z_{1}, \ldots, Z_{n}$ over $\mathbb{F}_{q}$. For $\left(\alpha_{1}, \ldots, \alpha_{n}\right) \in \mathbb{F}_{q^{m}}^{n}$ and $i \in[k]$, we have $\overline{\boldsymbol{m}}_{i} \bar{G} A_{i}=0$ by Item 2 of Theorem 4.1, where $\overline{\boldsymbol{m}}_{i}$ is the $i$-th row of $\left.M_{\mathcal{V}}\right|_{Z_{1}=\alpha_{1}, \ldots, Z_{n}=\alpha_{n}}$ and $\bar{G}$ is the generator matrix $\left(\alpha_{j}^{q^{i-1}}\right)_{i \in[k], j \in[n]}$ of $\mathcal{G}_{n, k}\left(\alpha_{1}, \ldots, \alpha_{n}\right)$. By Item 3 of Theorem 4.1, the degree of $\operatorname{det}\left(M_{\mathcal{V}}\right)$ is at most $k q^{k-1}$. By the Schwartz-Zippel lemma, $\operatorname{det}\left(\left.M_{\mathcal{V}}\right|_{Z_{1}=\alpha_{1}, \ldots, Z_{n}=\alpha_{n}}\right)=0$ holds with probability at most $\delta:=$ $k q^{k-1} / q^{m}=k q^{k-m-1}$. And when $\operatorname{det}\left(\left.M_{\mathcal{V}}\right|_{Z_{1}=\alpha_{1}, \ldots, Z_{n}=\alpha_{n}}\right) \neq 0$, we know that $\mathcal{G}_{n, k}\left(\alpha_{1}, \ldots, \alpha_{n}\right)$ attains $\mathcal{V}$.

By the union bound, the probability that $\mathcal{G}_{n, k}\left(\alpha_{1}, \ldots, \alpha_{n}\right)$ attains all generic kernel patterns of order at most $\ell$, i.e., it is $\operatorname{GKP}(\ell)$, is at least $1-\mathcal{N} \delta$, assuming that $\alpha:=\left(\alpha_{1}, \ldots, \alpha_{n}\right)$ is drawn from the uniform distribution $U$ over $\mathbb{F}_{q^{m}}^{n}$. But $\alpha$ is actually drawn from the uniform distribution $U_{S}$ over $S$, where $S$ denotes the set of all vectors in $\mathbb{F}_{q^{m}}^{n}$ whose coordinates are linearly independent over $\mathbb{F}_{q}$. However, note that $\operatorname{Pr}_{\alpha \sim U}[\alpha \notin S] \leq\left(1+q+\cdots+q^{n-1}\right) / q^{m} \leq q^{n-m}$. So the statistical distance between $U$ and $U_{S}$ is bounded by $q^{n-m}$. So for $\alpha \sim U_{S}$, the probability that $\mathcal{G}_{n, k}\left(\alpha_{1}, \ldots, \alpha_{n}\right)$ is $\operatorname{GKP}(\ell)$ is at least

$$
1-\mathcal{N} \delta-q^{n-m} \geq 1-2 q^{n k \cdot \min \{\ell, k\}} \cdot k q^{k-m-1}-q^{n-m} \geq 1-3 k q^{n k \cdot \min \{\ell, k\}+k-m}
$$

which complete the proof.

### 4.1 Proof of the GM-MRD Theorem

In the following, fix $n \in \mathbb{N}^{+}$and let $\mathbb{F}=\mathbb{F}_{q}\left(Z_{1}, \ldots, Z_{n}\right)$. For a subset $S \subseteq \mathbb{F}$, denote by $\mathbb{F}_{q}[S]$ the $\mathbb{F}_{q}$-subalgebra of $\mathbb{F}$ generated by the elements in $S$. In particular, $\mathbb{F}_{q}[S] \subseteq \mathbb{F}_{q}\left[Z_{1}, \ldots, Z_{n}\right]$ if $S \subseteq \mathbb{F}_{q}\left[Z_{1}, \ldots, Z_{n}\right]$.

Definition 4.3. We say a tuple $\left(V_{i}\right)_{i \in[m]}$ of $\mathbb{F}_{q}$-subspaces $V_{i}$ of $\mathbb{F}_{q}\left[Z_{1}, \ldots, Z_{n}\right]$ is $s$-admissible if there exist $\mathbb{F}_{q}$-subspaces $V, W$ of $\operatorname{span}_{\mathbb{F}_{q}}\left\{Z_{1}, \ldots, Z_{n}\right\}$ and a nonzero $q$-linearized polynomial $f \in$ $\left(\mathbb{F}_{q}[W]\right)[X]$ in $X$ such that

1. $\operatorname{span}_{\mathbb{F}_{q}}\left\{Z_{1}, \ldots, Z_{n}\right\}=V \oplus W$,
2. $\operatorname{dim} V \leq s$, and
3. $V_{1}, \ldots, V_{m} \subseteq f(V)$.

Note that in the above definition, as $f$ is $q$-linearized, the map $u \mapsto f(u)$ defines an isomorphism between the $\mathbb{F}_{q}$-linear spaces $V$ and $f(V)$.

We can apply an invertible linear transformation to $\operatorname{span}_{\mathbb{F}_{q}}\left\{Z_{1}, \ldots, Z_{n}\right\}$ over $\mathbb{F}_{q}$, mapping $V$ to $\operatorname{span}_{\mathbb{F}_{q}}\left\{Z_{1}, \ldots, Z_{\operatorname{dim} V}\right\}$ and $W$ to $\operatorname{span}_{\mathbb{F}_{q}}\left\{Z_{\operatorname{dim} V+1}, \ldots, Z_{n}\right\}$. Thus, Definition 4.3 states that, after applying an invertible linear transformation over $\mathbb{F}_{q}$, the spaces $V_{1}, \ldots, V_{m}$ are contained in $f\left(\operatorname{span}_{\mathbb{F}_{q}}\left\{Z_{1}, \ldots, Z_{d}\right\}\right)$ for some $d \leq s$, and $f$ is a $q$-linearized polynomial whose coefficients are in $\mathbb{F}_{q}\left[Z_{d+1}, \ldots, Z_{n}\right]$. Importantly, $f$ is evaluated only on the $\mathbb{F}_{q}$-linear span of $Z_{1}, \ldots, Z_{d}$ while its coefficients do not depend on $Z_{1}, \ldots, Z_{d}$. This fact is crucially used in the proof of Theorem 4.7 (specifically in Case 3 of the proof).

The following lemma follows straightforwardly from the definition.
Lemma 4.4. Let $\left(V_{i}\right)_{i \in[m]}$ be s-admissible and let $V_{i}^{\prime}$ be an $\mathbb{F}_{q}$-subspace of $V_{i}$ for $i \in[m]$. Then $\left(V_{i}^{\prime}\right)_{i \in[m]}$ is also s-admissible.

For $k \geq m \geq 1$ and $s \geq 0$, define

$$
V_{k, m, s}:=\left\{\left(\left(V_{i}, r_{i}\right)\right)_{i \in[m]}:\left(V_{i}\right)_{i \in[m]} \text { is } s \text {-admissible, } r_{i} \in \mathbb{N}^{+}, \operatorname{dim}\left(V_{i}\right)+r_{i} \leq k, \sum_{i=1}^{m} r_{i}=k\right\}
$$

For each $\mathcal{S}=\left(\left(V_{i}, r_{i}\right)\right)_{i \in[m]} \in V_{k, m, s}$, we associate with it a matrix $M_{\mathcal{S}} \in \mathbb{F}^{k \times k}$, defined as follows.
Definition $4.5\left(\right.$ Matrix $\left.M_{\mathcal{S}}\right)$. Let $\mathcal{S}=\left(\left(V_{i}, r_{i}\right)\right)_{i \in[m]} \in V_{k, m, s}$. For $i \in[m]$, let

$$
\begin{equation*}
f_{i}(X)=\prod_{\alpha \in V_{i}}(X-\alpha)^{q^{k-\operatorname{dim}\left(V_{i}\right)-r_{i}}}=\sum_{j=0}^{k-r_{i}} a_{i, j} X^{q^{j}} \tag{30}
\end{equation*}
$$

which is a $q$-linearized polynomial in $X$ with coefficients in $\mathbb{F}_{q}\left[Z_{1}, \ldots, Z_{n}\right] \subseteq \mathbb{F}$ by Lemma 2.4. Define the matrix

$$
M_{\mathcal{S}}=\left(\begin{array}{c}
M_{1}  \tag{31}\\
M_{2} \\
\vdots \\
M_{m}
\end{array}\right) \in \mathbb{F}^{k \times k}
$$

where

$$
M_{i}=\left(\begin{array}{cccccccc}
a_{i, 0} & a_{i, 1} & \cdots & a_{i, k-r_{i}-1} & a_{i, k-r_{i}} & 0 & \cdots & 0  \tag{32}\\
0 & a_{i, 0}^{q} & \cdots & a_{i, k-r_{i}-2}^{q} & a_{i, k-r_{i}-1}^{q} & a_{i, k-r_{i}}^{q} & \cdots & 0 \\
\vdots & \vdots & \ddots & \vdots & \vdots & \vdots & \ddots & 0 \\
0 & 0 & \cdots & a_{i, 0}^{q_{i}^{r_{i}-1}} & a_{i, 1}^{q_{i}^{r_{i}-1}} & a_{i, 2}^{q_{i, 2}^{r_{i}-1}} & \cdots & a_{i, k-r_{i}}^{q_{i}^{r_{i}-1}}
\end{array}\right) \in \mathbb{F}^{r_{i} \times k} .
$$

In other words, for $\left(j, j^{\prime}\right) \in\left[r_{i}\right] \times[k]$, the $\left(j, j^{\prime}\right)$-th entry of $M_{i}$ is the coefficient of $X^{q^{\prime}-1}$ in $f_{i}(X)^{q^{j-1}}$.

We will derive Theorem 4.1 from the following theorem.
Theorem 4.6. Let $\mathcal{S}=\left(\left(V_{i}, 1\right)\right)_{i \in[k]} \in V_{k, k, s}$ such that for all nonempty $\Omega \subseteq[k]$,

$$
\operatorname{dim}\left(\bigcap_{i \in \Omega} V_{i}\right) \leq k-|\Omega|
$$

Then $\operatorname{det}\left(M_{\mathcal{S}}\right) \neq 0$.
Theorem 4.6 is, in turn, derived from the following more general statement.
Theorem 4.7. Let $\mathcal{S}=\left(\left(V_{i}, r_{i}\right)\right)_{i \in[m]} \in V_{k, m, s}$. Then $\operatorname{det}\left(M_{\mathcal{S}}\right) \neq 0$ iff for all nonempty $\Omega \subseteq[m]$,

$$
\begin{equation*}
\operatorname{dim}\left(\bigcap_{i \in \Omega} V_{i}\right)+\sum_{i \in \Omega} r_{i} \leq \max _{i \in \Omega}\left\{\operatorname{dim}\left(V_{i}\right)+r_{i}\right\} . \tag{33}
\end{equation*}
$$

Note that Theorem 4.6 follows from Theorem 4.7 by choosing $m=k$ and $r_{i}=1$ for $i \in[m]$. We now derive Theorem 4.1 from Theorem 4.6.

Proof of Theorem 4.1 given Theorem 4.6. Consider generic kernel pattern $\mathcal{V}=\left(V_{1}, \ldots, V_{k}\right)$ and matrices $A_{1}, \ldots, A_{k}$, where $A_{i} \in \mathbb{F}_{q}^{n \times \operatorname{dim} V_{i}}$ and $\left\langle A_{i}\right\rangle=V_{i}$. Let $\left\{e_{1}, \ldots, e_{n}\right\}$ be the standard basis of $\mathbb{F}_{q}^{n}$. Let $\sigma: \mathbb{F}_{q}^{n} \rightarrow \operatorname{span}_{\mathbb{F}_{q}}\left\{Z_{1}, \ldots, Z_{n}\right\}$ be the $\mathbb{F}_{q}$-linear isomorphism sending $e_{j}$ to $Z_{j}$ for $j \in[n]$. Define $V_{i}^{\prime}=\sigma\left(V_{i}\right)$ for $i \in[k]$. Let $\mathcal{S}=\left(\left(V_{i}^{\prime}, 1\right)\right)_{i \in[k]}$. As $\mathcal{V}=\left(V_{1}, \ldots, V_{k}\right)$ is a generic kernel pattern and $\sigma$ is an $\mathbb{F}_{q^{-}}$-linear isomorphism, we see that $\mathcal{S} \in V_{k, k, n}$ and that $\operatorname{dim}\left(\bigcap_{i \in \Omega} V_{i}^{\prime}\right) \leq k-|\Omega|$ for nonempty $\Omega \subseteq[k]$. So $\operatorname{det}\left(M_{\mathcal{S}}\right) \neq 0$ by Theorem 4.6, where $M_{\mathcal{S}} \in \mathbb{F}^{k \times k}$ is as defined in Definition 4.5. By definition, for $i \in[k]$, each entry of the $i$-th row of $M_{\mathcal{S}}$ is a coefficient of $f_{i}$, where $f_{i}(X)=\prod_{\alpha \in V_{i}^{\prime}}(X-\alpha)^{q^{k-\operatorname{dim}\left(V_{i}^{\prime}\right)-1}}$. As each $\alpha \in V_{i}^{\prime}$ is a linear form in $Z_{1}, \ldots, Z_{n}$ over $\mathbb{F}_{q}$, we conclude that the entries of $M_{\mathcal{S}}$ are polynomials in $Z_{1}, \ldots, Z_{n}$ over $\mathbb{F}_{q}$ of degree at most $q^{k-1}$.

Choose $M_{\mathcal{V}}$ to be $M_{\mathcal{S}}$. Then Item 1 and Item 3 of Theorem 4.1 hold by the above discussions. It remains to verify Item 2. Let $i \in[k]$. Suppose the $i$-th row of $M_{\mathcal{V}}=M_{\mathcal{S}}$ is $\boldsymbol{m}_{i}=\left(c_{1}, \ldots, c_{k}\right)$, or equivalently, $f_{i}(X)=\sum_{j=1}^{k} c_{j} X^{q^{j-1}}$. Consider arbitrary $\boldsymbol{v}=\left(v_{1}, \ldots, v_{n}\right) \in V_{i} \subseteq \mathbb{F}_{q}^{n}$. As $G=\left(Z_{j}^{q^{i}-1}\right)_{i \in[k], j \in[n]}$, we have

$$
\begin{equation*}
\boldsymbol{m}_{i} G \boldsymbol{v}=\left(f_{i}\left(Z_{1}\right), \ldots, f_{i}\left(Z_{n}\right)\right) \boldsymbol{v}=f_{i}\left(\sum_{j=1}^{n} v_{i} Z_{i}\right)=0 \tag{34}
\end{equation*}
$$

where the second equality holds since $f_{i}$ is $q$-linearized, and the last equality holds since $f_{i}$ vanishes on $V_{i}^{\prime}$ and $\sum_{j=1}^{n} v_{i} Z_{i}=\sigma(\boldsymbol{v}) \in V_{i}^{\prime}$. Choosing $\boldsymbol{v}$ to be the columns of $A_{i}$ in (34) shows that $\boldsymbol{m}_{i} G A_{i}=0$. So Item 2 holds.

### 4.2 Proof of Theorem 4.7

It remains to prove Theorem 4.7. To this end, we introduce the following lemma, which characterizes the nonsingularity of a matrix $M_{\mathcal{S}}$ in terms of the compositions of $q$-linearized polynomials.

Lemma 4.8. Let $\mathcal{S}=\left(\left(V_{i}, r_{i}\right)\right)_{i \in[m]} \in V_{k, m, s}$. For $i \in[m]$, let $f_{i}$ be given as in (30). Then, $\operatorname{det}\left(M_{\mathcal{S}}\right)=0$ if and only if there exist $q$-linearized polynomials $g_{1}, \ldots, g_{m} \in \mathbb{F}[X]$, not all zero, such that the $q$-degree of each $g_{i}$ is at most $r_{i}-1$ and $\sum_{i=1}^{m} g_{i} \circ f_{i}=0$.

Proof. Suppose $\operatorname{det}\left(M_{\mathcal{S}}\right)=0$. Then there exists nonzero $\boldsymbol{y} \in \mathbb{F}^{k}$ such that $\boldsymbol{y} \cdot M_{\mathcal{S}}=\mathbf{0}$. Write $\boldsymbol{y}=\left(\boldsymbol{y}_{1}, \ldots, \boldsymbol{y}_{m}\right) \in \mathbb{F}^{k}$ with $\boldsymbol{y}_{i}=\left(y_{i, 1}, \ldots, y_{i, r_{i}}\right) \in \mathbb{F}^{r_{i}}$. For $i \in[m]$, let $f_{i}(X) \in \mathbb{F}[X]$ and $M_{i} \in \mathbb{F}^{r_{i} \times k}$ be as in (30) and (32) respectively, and let $g_{i}(X)=\sum_{j=1}^{r_{i}} y_{i, j} X^{q^{j-1}} \in \mathbb{F}[X]$. By definition, $\boldsymbol{y}_{i} \cdot M_{i}$ is precisely the vector of the first $k$ coefficients of the $q$-linearized polynomial

$$
\sum_{j=1}^{r_{i}} y_{i, j} \cdot f_{i}(X)^{q^{j-1}}=\left(g_{i} \circ f_{i}\right)(X)
$$

So $\mathbf{0}=\boldsymbol{y} \cdot M_{\mathcal{S}}=\sum_{i=1}^{m} \boldsymbol{y}_{i} \cdot M_{i}$ is the vector of the first $k$ coefficients of the $q$-linearized polynomial $\sum_{i=1}^{m} g_{i} \circ f_{i}$. By definition, for $i \in[m]$, we have $\operatorname{deg}_{q}\left(f_{i}\right)=k-r_{i}$ and $\operatorname{deg}_{q}\left(g_{i}\right) \leq r_{i}-1$. It follows that the $q$-degree of $\sum_{i=1}^{m} g_{i} \circ f_{i}$ is at most $k-1$. So $\sum_{i=1}^{m} g_{i} \circ f_{i}=0$.

Conversely, suppose there exist $q$-linearized polynomials $g_{1}, \ldots, g_{m} \in \mathbb{F}[X]$, not all zero, such that the $q$-degree of each $g_{i}$ is at most $r_{i}-1$ and $\sum_{i=1}^{m} g_{i} \circ f_{i}=0$. Find the nonzero vector $\boldsymbol{y}=\left(\boldsymbol{y}_{1}, \ldots, \boldsymbol{y}_{m}\right) \in \mathbb{F}^{k}$ via $\boldsymbol{y}_{i}=\left(y_{i, 1}, \ldots, y_{i, r_{i}}\right) \in \mathbb{F}^{r_{i}}$ and $g_{i}(X)=\sum_{j=1}^{r_{i}} y_{i, j} X^{q^{j-1}}$. Reversing the above proof shows $\boldsymbol{y} \cdot M_{\mathcal{S}}=\mathbf{0}$. So $\operatorname{det}\left(M_{\mathcal{S}}\right)=0$.

Now we are ready to prove Theorem 4.7. Our proof is based on an induction on the parameter $(k, m, s)$ in the lexicographical order, following the approach in [YH19b]. The main difference is that the product of polynomials is replaced by the composition of $q$-linearized polynomials, which is not commutative. Consequently, we need to adapt the proof in [YH19b] to circumvent this obstacle.

Proof of Theorem 4.7. We first prove the "only if" direction. Assume that for some nonempty $\Omega \subseteq[m]$, the inequality (33) does not hold. We will show that $\operatorname{det}\left(M_{\mathcal{S}}\right)=0$. Let $V_{0}=\bigcap_{i \in \Omega} V_{i}$, $r_{0}=\sum_{i \in \Omega} r_{i}$ and $k^{\prime}=\max _{i \in \Omega}\left\{\operatorname{dim}\left(V_{i}\right)+r_{i}\right\}$. Then $\operatorname{dim}\left(V_{0}\right)+r_{0}>k^{\prime}$ as (33) does not hold.

Let $M^{*}$ be the $r_{0} \times k$ submatrix of $M_{\mathcal{S}}$ obtained by removing all blocks $M_{i}$ for $i \notin \Omega$. By the definitions (30) and (32), the first $k-k^{\prime}$ columns of $M^{*}$ are zero. We remove these $k-k^{\prime}$ columns and denote by $M^{\prime}$ the resulting $r_{0} \times k^{\prime}$ matrix. The matrix $M^{\prime}$ consists of the blocks $M_{i}^{\prime}$ for $i \in \Omega$, placed vertically, each given by

$$
M_{i}^{\prime}=\left(\begin{array}{cccccccc}
b_{i, 0} & b_{i, 1} & \cdots & b_{i, k^{\prime}-r_{i}-1} & b_{i, k^{\prime}-r_{i}} & 0 & \cdots & 0  \tag{35}\\
0 & b_{i, 0}^{q} & \cdots & b_{i, k^{\prime}-r_{i}-2}^{q} & b_{i, k^{\prime}-r_{i}-1}^{q} & b_{i, k^{\prime}-r_{i}}^{q} & \cdots & 0 \\
\vdots & \vdots & \ddots & \vdots & \vdots & \vdots & \ddots & 0 \\
0 & 0 & \cdots & b_{i, 0}^{q_{i} r_{i}-1} & b_{i, 1}^{q_{i}-1} & b_{i, 2}^{q_{i}-1} & \cdots & b_{i, k^{\prime}-r_{i}}^{q_{i}^{r_{i}-1}}
\end{array}\right) \in \mathbb{F}^{r_{i} \times k^{\prime}}
$$

where each $b_{i, j}$ is determined via $b_{i, j}=a_{i, j+k-k^{\prime}}$ and $a_{i, j+k-k^{\prime}}$ denotes the coefficient of $X^{q^{j+k-k^{\prime}}}$ in $f_{i}(X)=\prod_{\alpha \in V_{i}}(X-\alpha)^{q^{k-\operatorname{dim}\left(V_{i}\right)-r_{i}}}$. Therefore,

$$
\begin{equation*}
\prod_{\alpha \in V_{i}}(X-\alpha)^{q^{k-\operatorname{dim}\left(V_{i}\right)-r_{i}}}=\sum_{j=0}^{k^{\prime}-r_{i}} b_{i, j}\left(X^{q^{k-k^{\prime}}}\right)^{q^{j}} . \tag{36}
\end{equation*}
$$

Pick a basis $\alpha_{1}, \ldots, \alpha_{h}$ of $V_{0}$ over $\mathbb{F}_{q}$, where $h=\operatorname{dim} V_{0}$. Let $\alpha_{i}^{\prime}=\alpha_{i}^{q^{k-k^{\prime}}}$ for $i \in[h]$. Then $\alpha_{1}^{\prime}, \ldots, \alpha_{h}^{\prime}$ are linearly independent over $\mathbb{F}_{q}$. Let $H=\left(\alpha_{\ell}^{\prime q^{j-1}}\right)_{j \in\left[k^{\prime}\right], \ell \in[h]} \in \mathbb{F}^{k^{\prime} \times h}$. Then $H$ has full rank by Lemma 2.3. For each $i \in \Omega$, as $V_{0} \subseteq V_{i}$, the polynomial in (36) vanishes at $\alpha_{1}, \ldots, \alpha_{h}$, i.e., $\sum_{j=0}^{k^{\prime}-r_{i}} b_{i, j} \alpha_{\ell}^{\prime q^{j}}=0$ for $\ell \in[h]$. Equivalently, $M_{i}^{\prime} H=0$ for $i \in \Omega$. So $M^{\prime} H=0$. Therefore,

$$
\operatorname{rank}\left(M^{*}\right)=\operatorname{rank}\left(M^{\prime}\right) \leq k^{\prime}-\min \left\{k^{\prime}, h\right\}=\max \left\{0, k^{\prime}-\operatorname{dim} V_{0}\right\}<r_{0}
$$

So $M^{*}$ does not have full row rank. It follows that $M_{\mathcal{S}}$ does not have full row rank either. So $\operatorname{det}\left(M_{\mathcal{S}}\right)=0$.

Next, we prove the "if" direction via an induction on ( $k, m, s$ ) with respect to the lexicographical order:

If $m=1$, then $r_{1}=k$ and $V_{1}=\{0\}$. In this case, the matrix $M_{\mathcal{S}}$ is the $k \times k$ identity matrix by the definitions (30), (31), and (32). In particular, $\operatorname{det}\left(M_{\mathcal{S}}\right) \neq 0$.

If $s=0$, then all $V_{i}$ are zero since $\left(V_{i}\right)_{i \in[m]}$ is $s$-admissible. In this case, (33) implies that $m=1$ and $r_{1}=k$. So $M_{\mathcal{S}}$ is again the $k \times k$ identity matrix and $\operatorname{det}\left(M_{\mathcal{S}}\right) \neq 0$.

Now suppose $k \geq m \geq 2$ and $s \geq 1$. Assume the "if" direction holds for all ( $k^{\prime}, m^{\prime}, s^{\prime}$ ) that are smaller than $(k, m, s)$ in lexicographical order. Let $\mathcal{S}=\left(\left(V_{i}, r_{i}\right)\right)_{i \in[m]} \in V_{k, m, s}$ such that (33) holds for all nonempty $\Omega \subseteq[m]$. We will show that $\operatorname{det}\left(M_{\mathcal{S}}\right) \neq 0$ by dividing the proof into the following three cases:

Case 1: There exists $\Omega_{1} \subseteq[m]$ such that $2 \leq\left|\Omega_{1}\right| \leq m-1$ and

$$
\begin{equation*}
\operatorname{dim}\left(\bigcap_{i \in \Omega_{1}} V_{i}\right)+\sum_{i \in \Omega_{1}} r_{i}=\max _{i \in \Omega_{1}}\left\{\operatorname{dim}\left(V_{i}\right)+r_{i}\right\} . \tag{37}
\end{equation*}
$$

In this case, let $\Omega_{2}=\{0\} \cup\left([m] \backslash \Omega_{1}\right)$. Then $2 \leq\left|\Omega_{1}\right|,\left|\Omega_{2}\right| \leq m-1$. Define $V_{0}=\bigcap_{i \in \Omega_{1}} V_{i}$ and $r_{0}=\sum_{i \in \Omega_{1}} r_{i}$. Then (37) becomes

$$
\begin{equation*}
\operatorname{dim}\left(V_{0}\right)+r_{0}=\max _{i \in \Omega_{1}}\left\{\operatorname{dim}\left(V_{i}\right)+r_{i}\right\} . \tag{38}
\end{equation*}
$$

As $\left(V_{i}\right)_{i \in[m]}$ is $s$-admissible, there exist $\mathbb{F}_{q}$-subspaces $V, W \subseteq \operatorname{span}_{\mathbb{F}_{q}}\left\{Z_{1}, \ldots, Z_{n}\right\}$ and a nonzero $q$-linearized polynomial $f \in\left(\mathbb{F}_{q}[W]\right)[X]$ in $X$ such that $\operatorname{span}_{\mathbb{F}_{q}}\left\{Z_{1}, \ldots, Z_{n}\right\}=V \oplus W, \operatorname{dim} V \leq s$, and $V_{1}, \ldots, V_{m} \subseteq f(V)$. Fix a complement $\bar{V}_{0}$ of $V_{0}$ in $f(V)$, so that $f(V)=V_{0} \oplus \bar{V}_{0}$. For $i \in \Omega_{1}$, let $V_{i}^{\prime}=V_{i} \cap \bar{V}_{0}$, which is a complement of $V_{0}$ in $V_{i}$. Let $\mathcal{S}_{1}=\left(\left(V_{i}^{\prime}, r_{i}\right)\right)_{i \in \Omega_{1}}$ and $\mathcal{S}_{2}=\left(\left(V_{i}, r_{i}\right)\right)_{i \in \Omega_{2}}$. As $\operatorname{dim}\left(V_{i}^{\prime}\right)+r_{i}=\operatorname{dim}\left(V_{i}\right)-\operatorname{dim}\left(V_{0}\right)+r_{i} \stackrel{(38)}{\leq} r_{0}$ for $i \in \Omega_{1}$ and $\sum_{i \in \Omega_{1}} r_{i}=r_{0}$, we have $\mathcal{S}_{1} \in V_{r_{0},\left|\Omega_{1}\right|, s}$. As

$$
k=\sum_{i=1}^{m} r_{i}=\sum_{i \in \Omega_{1}} r_{i}+\sum_{i \in[m] \backslash \Omega_{1}} r_{i}=r_{0}+\sum_{i \in[m] \backslash \Omega_{1}} r_{i}=\sum_{i \in \Omega_{2}} r_{i},
$$

$\operatorname{dim}\left(V_{i}\right)+r_{i} \leq k$ for $i \in[m] \backslash \Omega_{1}$, and $\operatorname{dim}\left(V_{0}\right)+r_{0} \stackrel{(38)}{=} \max _{i \in \Omega_{1}}\left\{\operatorname{dim}\left(V_{i}\right)+r_{i}\right\} \leq k$, we also have $\mathcal{S}_{2} \in V_{k,\left|\Omega_{2}\right|, s}$.

Next, we check that $\mathcal{S}_{1}=\left(\left(V_{i}^{\prime}, r_{i}\right)\right)_{i \in \Omega_{1}}$ and $\mathcal{S}_{2}=\left(\left(V_{i}, r_{i}\right)\right)_{i \in \Omega_{2}}$ both satisfy the condition (33). Indeed, for any nonempty $\Omega \subseteq \Omega_{1}$,

$$
\begin{aligned}
\operatorname{dim}\left(\bigcap_{i \in \Omega} V_{i}^{\prime}\right)+\sum_{i \in \Omega} r_{i} & =\operatorname{dim}\left(\bigcap_{i \in \Omega} V_{i}\right)-\operatorname{dim}\left(V_{0}\right)+\sum_{i \in \Omega} r_{i} \\
& \stackrel{(33)}{\leq} \max _{i \in \Omega}\left\{\operatorname{dim}\left(V_{i}\right)-\operatorname{dim}\left(V_{0}\right)+r_{i}\right\}=\max _{i \in \Omega}\left\{\operatorname{dim}\left(V_{i}^{\prime}\right)+r_{i}\right\}
\end{aligned}
$$

And for any nonempty $\Omega \subseteq \Omega_{2}$, if $0 \notin \Omega$, then (33) holds for $\mathcal{S}_{2}$ and $\Omega$ since $\Omega \subseteq[m]$. Otherwise,
let $\Omega^{\prime}=\Omega \backslash\{0\} \subseteq[m] \backslash \Omega_{1}$, and we have

$$
\begin{aligned}
& \operatorname{dim}\left(\bigcap_{i \in \Omega} V_{i}\right)+\sum_{i \in \Omega} r_{i}=\operatorname{dim}\left(\bigcap_{i \in \Omega^{\prime} \cup \Omega_{1}} V_{i}\right)+\sum_{i \in \Omega^{\prime} \cup \Omega_{1}} r_{i} \\
& \stackrel{(33)}{\leq} \max _{i \in \Omega^{\prime} \cup \Omega_{1}}\left\{\operatorname{dim}\left(V_{i}\right)+r_{i}\right\} \stackrel{(38)}{=} \max _{i \in \Omega}\left\{\operatorname{dim}\left(V_{i}\right)+r_{i}\right\}
\end{aligned}
$$

where the first equality holds since $V_{0}=\bigcap_{i \in \Omega_{1}} V_{i}, r_{0}=\sum_{i \in \Omega_{1}} r_{i}$, and the union $\Omega^{\prime} \cup \Omega_{1}$ is a disjoint union.

For $i \in\{0\} \cup[m]$, let $f_{i}$ be the $q$-linearized polynomial defined in (30). That is,

$$
f_{i}(X)=\prod_{\alpha \in V_{i}}(X-\alpha)^{q^{k-\operatorname{dim}\left(V_{i}\right)-r_{i}}} \in\left(\mathbb{F}_{q}\left[V_{i}\right]\right)[X] .
$$

We now build from $\mathcal{S}_{1}=\left(\left(V_{i}^{\prime}, r_{i}\right)\right)_{i \in \Omega_{1}}$ a new tuple $\mathcal{S}_{1}^{*}$, defined as

$$
\mathcal{S}_{1}^{*}=\left(\left(f_{0}\left(V_{i}^{\prime}\right), r_{i}\right)\right)_{i \in \Omega_{1}}
$$

Denote by $\left.f\right|_{V}$ the isomorphism $a \mapsto f(a)$ from $V$ to $f(V)$. Let $V^{\prime}=\left.f\right|_{V} ^{-1}\left(\bar{V}_{0}\right) \subseteq V$ and $W^{\prime}=$ $\left.W \oplus f\right|_{V} ^{-1}\left(V_{0}\right)$. Then $\operatorname{span}_{\mathbb{F}_{q}}\left\{Z_{1}, \ldots, Z_{n}\right\}=V^{\prime} \oplus W^{\prime}, f\left(V^{\prime}\right)=\bar{V}_{0}$, and $f\left(W^{\prime}\right)=f(W) \oplus V_{0}$. Here $f$ is a nonzero $q$-linearized polynomial with coefficients in $\mathbb{F}_{q}[W]$. And $f_{0}$ is a nonzero $q$ linearized polynomial with coefficients in $\mathbb{F}_{q}\left[V_{0}\right]$. As $V_{0} \subseteq f\left(W^{\prime}\right)$ and the coefficients of $f$ are in $\mathbb{F}_{q}[W] \subseteq \mathbb{F}_{q}\left[W^{\prime}\right]$, we see that $\mathbb{F}_{q}\left[V_{0}\right] \subseteq \mathbb{F}_{q}\left[W^{\prime}\right]$. It follows that $f_{0} \circ f$ is a nonzero $q$-linearized polynomial with coefficients in $\mathbb{F}_{q}\left[W^{\prime}\right]$. Note that for $i \in \Omega_{1}$, we have

$$
f_{0}\left(V_{i}^{\prime}\right) \subseteq f_{0}\left(\bar{V}_{0}\right)=\left(f_{0} \circ f\right)\left(V^{\prime}\right),
$$

where $\operatorname{dim} V^{\prime} \leq \operatorname{dim} V \leq s$. By definition, the tuple $\left(f_{0}\left(V_{i}^{\prime}\right)\right)_{i \in \Omega_{1}}$ is $s$-admissible.
Also, note that $f_{0}$ defines an isomorphism from $\bar{V}_{0}$ to $f\left(\bar{V}_{0}\right)$, mapping each $V_{i}^{\prime}$ to $f_{0}\left(V_{i}^{\prime}\right)$. As $\mathcal{S}_{1}=\left(\left(V_{i}^{\prime}, r_{i}\right)\right)_{i \in \Omega_{1}}$ is in $V_{r_{0},\left|\Omega_{1}\right|, s}$ and satisfies (33), the same holds for $\mathcal{S}_{1}^{*}=\left(\left(f_{0}\left(V_{i}^{\prime}\right), r_{i}\right)\right)_{i \in \Omega_{1}}$. Applying the induction hypothesis to $\mathcal{S}_{1}^{*}$ and $\mathcal{S}_{2}$ shows that $\operatorname{det}\left(M_{\mathcal{S}_{1}^{*}}\right)$ and $\operatorname{det}\left(M_{\mathcal{S}_{2}}\right)$ are nonzero.

For $i \in \Omega_{1}$, let $t_{i}=r_{0}-\operatorname{dim}\left(V_{i}^{\prime}\right)-r_{i}=\left(\operatorname{dim}\left(V_{0}\right)+r_{0}\right)-\left(\operatorname{dim}\left(V_{i}\right)+r_{i}\right) \stackrel{(38)}{\geq} 0$, and define the $q$-linearized polynomial

$$
f_{i}^{*}(X)=\prod_{\alpha \in f_{0}\left(V_{i}^{\prime}\right)}(X-\alpha)^{q^{t_{i}}}=\prod_{\alpha \in f_{0}\left(V_{i}^{\prime}\right)}(X-\alpha)^{q^{r_{0}-\operatorname{dim}\left(V_{i}^{\prime}\right)-r_{i}}}
$$

whose $q$-degree is

$$
\begin{equation*}
\operatorname{deg}_{q}\left(f_{i}^{*}\right)=\operatorname{dim}\left(V_{i}^{\prime}\right)+t_{i}=\operatorname{dim}\left(V_{i}\right)-\operatorname{dim}\left(V_{0}\right)+t_{i}=r_{0}-r_{i} . \tag{39}
\end{equation*}
$$

For $i \in \Omega_{1}$,

$$
\begin{align*}
f_{i}(X) & =\prod_{\alpha \in V_{i}}(X-\alpha)^{q^{k-\operatorname{dim}\left(V_{i}\right)-r_{i}}}=\prod_{\beta \in V_{i}^{\prime}} \prod_{\alpha \in V_{0}}(X-\alpha-\beta)^{q^{k-\operatorname{dim}\left(V_{0}\right)-r_{0}+t_{i}}} \\
& =\prod_{\beta \in V_{i}^{\prime}} f_{0}(X-\beta)^{q^{t_{i}}}=\prod_{\beta \in V_{i}^{\prime}}\left(f_{0}(X)-f_{0}(\beta)\right)^{q_{i}}  \tag{40}\\
& =\prod_{\alpha \in f_{0}\left(V_{i}^{\prime}\right)}\left(f_{0}(X)-\alpha\right)^{q_{i}}=\left(f_{i}^{*} \circ f_{0}\right)(X) .
\end{align*}
$$

We now prove $\operatorname{det}\left(M_{\mathcal{S}}\right) \neq 0$ by applying Lemma 4.8. Consider arbitrary $q$-linearized polynomials $g_{1}, \ldots, g_{m} \in \mathbb{F}[X]$ such that the $q$-degree of $q_{i}(X)$ is at most $r_{i}-1$ for $i \in[m]$ and $\sum_{i=1}^{m} g_{i} \circ f_{i}=0$. Define $g_{0}=\sum_{i \in \Omega_{1}} g_{i} \circ f_{i}^{*}$. Note that

$$
\operatorname{deg}_{q}\left(g_{0}\right) \leq \max _{i \in \Omega_{1}}\left\{\operatorname{deg}_{q}\left(f_{i}^{*}\right)+\operatorname{deg}_{q}\left(g_{i}\right)\right\} \stackrel{(39)}{\leq} \max _{i \in \Omega_{1}}\left\{\left(r_{0}-r_{i}\right)+\left(r_{i}-1\right)\right\}=r_{0}-1 .
$$

Also, it holds that

$$
\begin{equation*}
0=\sum_{i=1}^{m} g_{i} \circ f_{i} \stackrel{(40)}{=} \sum_{i \in \Omega_{1}} g_{i} \circ f_{i}^{*} \circ f_{0}+\sum_{i \in[m] \backslash \Omega_{1}} g_{i} \circ f_{i}=\sum_{i \in \Omega_{2}} g_{i} \circ f_{i}, \tag{41}
\end{equation*}
$$

where the last equality holds since $\sum_{i \in \Omega_{1}} g_{i} \circ f_{i}^{*}=g_{0}$. By Lemma 4.8, (41), and the fact that $\operatorname{det}\left(M_{\mathcal{S}_{2}}\right) \neq 0$, we have $g_{i}=0$ for all $i \in \Omega_{2}$. In particular, $g_{0}=0$. Therefore,

$$
\begin{equation*}
\sum_{i \in \Omega_{1}} g_{i} \circ f_{i}^{*}=g_{0}=0 \tag{42}
\end{equation*}
$$

By Lemma 4.8, (42), and the fact that $\operatorname{det}\left(M_{\mathcal{S}_{1}^{*}}\right) \neq 0$, we have $g_{i}=0$ for all $i \in \Omega_{1}$. So $g_{i}=0$ for all $i \in[m]$. By Lemma 4.8, we conclude that $\operatorname{det}\left(M_{\mathcal{S}}\right) \neq 0$.

Case 2: There exists an unique integer $i \in[m]$ such that $\operatorname{dim}\left(V_{i}\right)+r_{i}=k$.
Without loss of generality, suppose $i=m$. Let $M_{1}, \ldots, M_{m}$ be as in (32). Since

$$
\begin{equation*}
\operatorname{dim}\left(V_{m}\right)+r_{m}=k>\operatorname{dim}\left(V_{i}\right)+r_{i} \quad \text { for } i=1, \ldots, m-1, \tag{43}
\end{equation*}
$$

by the definitions (30), (31), and (32), the entries in first column of $M_{\mathcal{S}}$ are all zero except that the (1,1)-th entry of the block $M_{m}$ is the coefficient of $X$ in $f_{m}=\prod_{\alpha \in V_{m}}(X-\alpha)$, which we denote by $c \in \mathbb{F}$. Note that $c=\prod_{\alpha \in V_{m} /\{0\}}(-\alpha) \neq 0$. Let $M^{\prime} \in \mathbb{F}^{(k-1) \times(k-1)}$ be the submatrix of $M_{\mathcal{S}}$ obtained by removing the first column of $M_{\mathcal{S}}$ and the first row of the block $M_{m}$. By the above observation about $M_{\mathcal{S}}$,

$$
\begin{equation*}
\operatorname{det}\left(M_{\mathcal{S}}\right)= \pm c \cdot \operatorname{det}\left(M^{\prime}\right) \tag{44}
\end{equation*}
$$

Assume $r_{m}>1$. Let $\mathcal{S}^{\prime}=\left(\left(V_{i}, r_{i}^{\prime}\right)\right)_{i \in[m]}$, where $r_{i}^{\prime}=r_{i}$ for $i \in[m-1]$ and $r_{m}^{\prime}=r_{m}-1$. By (43) and the fact $\sum_{i=1}^{m} r_{i}^{\prime}=k-1$, we have $\mathcal{S}^{\prime} \in V_{k-1, m, s}$. Next, we verify that $\mathcal{S}^{\prime}$ satisfies (33) for nonempty $\Omega \subseteq[m]$. If $m \notin \Omega$, this holds since $\mathcal{S}$ satisfies (33) and $r_{i}^{\prime}=r_{i}$ for $i \in[m-1]$. On the other hand, if $m \in \Omega$, then
$\operatorname{dim}\left(\bigcap_{i \in \Omega} V_{i}\right)+\sum_{i \in \Omega} r_{i}^{\prime}=\operatorname{dim}\left(\bigcap_{i \in \Omega} V_{i}\right)+\left(\sum_{i \in \Omega} r_{i}\right)-1 \stackrel{(33)}{\leq} \max _{i \in \Omega}\left\{\operatorname{dim}\left(V_{i}\right)+r_{i}\right\}-1 \stackrel{(43)}{=} \max _{i \in \Omega}\left\{\operatorname{dim}\left(V_{i}\right)+r_{i}^{\prime}\right\}$.
So again $\mathcal{S}^{\prime}$ satisfies (33). By the induction hypothesis, $\operatorname{det}\left(M_{\mathcal{S}^{\prime}}\right) \neq 0$.
The matrix $M_{\mathcal{S}^{\prime}}$ consists of the blocks $M_{i}^{\prime}$ for $i \in[m]$, placed vertically, each given by

$$
M_{i}^{\prime}=\left(\begin{array}{cccccccc}
b_{i, 0} & b_{i, 1} & \cdots & b_{i,(k-1)-r_{i}^{\prime}-1} & b_{i,(k-1)-r_{i}^{\prime}} & 0 & \cdots & 0 \\
0 & b_{i, 0}^{q} & \cdots & b_{i,(k-1)-r_{i}^{\prime}-2}^{q} & b_{i,(k-1)-r_{i}^{\prime}-1}^{q} & b_{i,(k-1)-r_{i}^{\prime}}^{q} & \cdots & 0 \\
\vdots & \vdots & \ddots & \vdots & \vdots & \vdots & \ddots & 0 \\
0 & 0 & \cdots & b_{i, 0}^{q_{i}^{r_{i}-1}} & b_{i, 1}^{q_{i}^{q_{i}^{\prime}-1}} & b_{i, 2}^{q_{i}^{r_{i}^{\prime}-1}} & \cdots & b_{i,(k-1)-r_{i}^{\prime}}^{r_{i}^{r_{i}^{\prime}-1}}
\end{array}\right) \in \mathbb{F}_{i}^{r_{i}^{\prime} \times(k-1)}
$$

where each $b_{i, j}$ is determined via

$$
\begin{equation*}
\prod_{\alpha \in V_{i}}(X-\alpha)^{q^{(k-1)-\operatorname{dim}\left(V_{i}\right)-r_{i}^{\prime}}}=\sum_{j=0}^{(k-1)-r_{i}^{\prime}} b_{i, j} X^{q^{j}} \tag{45}
\end{equation*}
$$

or equivalently

$$
\begin{equation*}
\prod_{\alpha \in V_{i}}(X-\alpha)^{q^{k-\operatorname{dim}\left(V_{i}\right)-r_{i}^{\prime}}}=\sum_{j=1}^{k-r_{i}^{\prime}} b_{i, j-1}^{q} X^{q^{j}} . \tag{46}
\end{equation*}
$$

By (45) and (46), we have $b_{i, j}=a_{i, j}$ if $i=m$ and $b_{i, j}=a_{i, j+1}^{1 / q}$ if $i \in[m-1]$. By the definition of $M^{\prime}$, we see that each entry of $M^{\prime}$ is exactly the $q$-th power of the corresponding entry of $M_{\mathcal{S}^{\prime}}$. As the map $x \mapsto x^{q}$ is a ring endomorphism of $\mathbb{F}$, this implies $\operatorname{det}\left(M^{\prime}\right)=\operatorname{det}\left(M_{\mathcal{S}^{\prime}}\right)^{q}$. As $\operatorname{det}\left(M_{\mathcal{S}^{\prime}}\right)$ is nonzero, so is $\operatorname{det}\left(M^{\prime}\right)$. Then $\operatorname{det}\left(M_{\mathcal{S}}\right) \neq 0$ by (44).

Now assume $r_{m}=1$. Let $\mathcal{S}^{\prime}=\left(\left(V_{i}, r_{i}\right)\right)_{i \in[m-1]}$. In this case, we have $S^{\prime} \in V_{k-1, m-1, s}$ by (43) and the fact that $\sum_{i=1}^{m-1} r_{i}=k-1$. The tuple $\mathcal{S}^{\prime}$ satisfies (33) since $\mathcal{S}$ does. By the induction hypothesis, we have $\operatorname{det}\left(M_{\mathcal{S}^{\prime}}\right) \neq 0$. Also, similar to the case where $r_{m}>1$, each entry of $M^{\prime}$ is again the $q$-th power of the corresponding entry of $M_{\mathcal{S}^{\prime}}$, and this implies $\operatorname{det}\left(M^{\prime}\right)=\operatorname{det}\left(M_{\mathcal{S}^{\prime}}\right)^{q} \neq 0 .{ }^{9}$ Again, we conclude that $\operatorname{det}\left(M_{\mathcal{S}}\right) \neq 0$ by (44).

Case 3: Neither Case 1 nor Case 2 holds. In other words, for any nonempty $\Omega \subseteq[m]$ such that $2 \leq|\Omega| \leq m-1$,

$$
\begin{equation*}
\operatorname{dim}\left(\bigcap_{i \in \Omega} V_{i}\right)+\sum_{i \in \Omega} r_{i} \leq \max _{i \in \Omega}\left\{\operatorname{dim}\left(V_{i}\right)+r_{i}\right\}-1 \tag{47}
\end{equation*}
$$

and there exist distinct $i_{1}, i_{2} \in[m]$ such that

$$
\begin{equation*}
\operatorname{dim}\left(V_{i_{1}}\right)+r_{i_{1}}=\operatorname{dim}\left(V_{i_{2}}\right)+r_{i_{2}}=\max _{i \in[m]}\left\{\operatorname{dim}\left(V_{i}\right)+r_{i}\right\} \tag{48}
\end{equation*}
$$

Without loss of generality, assume $i_{1}=m-1$ and $i_{2}=m$. First, note that if $V_{m-1}=V_{m}$, then
$\operatorname{dim}\left(V_{m-1} \cap V_{m}\right)+r_{m-1}+r_{m}=\operatorname{dim}\left(V_{m}\right)+r_{m-1}+r_{m}>\max \left\{\operatorname{dim}\left(V_{m-1}\right)+r_{m-1}, \operatorname{dim}\left(V_{m}\right)+r_{m}\right\}$
contradicting (33) with $\Omega=\{m-1, m\}$. So $V_{m-1} \neq V_{m}$.
As $\left(V_{i}\right)_{i \in[m]}$ is $s$-admissible, there exist $\mathbb{F}_{q}$-subspaces $V, W \subseteq \operatorname{span}_{\mathbb{F}_{q}}\left\{Z_{1}, \ldots, Z_{n}\right\}$ and a nonzero $q$-linearized polynomial $f \in\left(\mathbb{F}_{q}[W]\right)[X]$ in $X$ such that $\operatorname{span}_{\mathbb{F}_{q}}\left\{Z_{1}, \ldots, Z_{n}\right\}=V \oplus W, \operatorname{dim} V \leq s$, and $V_{1}, \ldots, V_{m} \subseteq f(V)$. As $V_{m-1} \neq V_{m}$, either $V_{m-1} \neq f(V)$ or $V_{m} \neq f(V)$. Without loss of generality, assume $V_{m} \neq f(V)$. Note that applying an invertible linear transformation to the variables $Z_{1}, \ldots, Z_{n}$ over $\mathbb{F}_{q}$ induces a ring isomorphism of $\mathbb{F}_{q}\left[Z_{1}, \ldots, Z_{n}\right] \ni \operatorname{det}\left(M_{\mathcal{S}}\right)$, which preserves the (non)zeroness of $\operatorname{det}\left(M_{\mathcal{S}}\right)$. By applying such a linear transformation, we may assume $V=\operatorname{span}_{\mathbb{F}_{q}}\left\{Z_{1}, \ldots, Z_{d}\right\},\left.f\right|_{V} ^{-1}\left(V_{m}\right) \subseteq \operatorname{span}_{\mathbb{F}_{q}}\left\{Z_{1}, \ldots, Z_{d-1}\right\}$ and $W=\operatorname{span}_{\mathbb{F}_{q}}\left\{Z_{d+1}, \ldots, Z_{n}\right\}$, where $d:=\operatorname{dim} V \leq s$.

Let $\pi: V=\operatorname{span}_{\mathbb{F}_{q}}\left\{Z_{1}, \ldots, Z_{d}\right\} \rightarrow \operatorname{span}_{\mathbb{F}_{q}}\left\{Z_{1}, \ldots, Z_{d-1}\right\}$ be the projection sending $u=$ $\sum_{i=1}^{d} c_{i} Z_{i}$ to $\left.u\right|_{Z_{d}=0}=\sum_{i=1}^{d-1} c_{i} Z_{i}$. As $f \in\left(\mathbb{F}_{q}[W]\right)[X]$ does not depend on $Z_{d}$, we have

$$
\begin{equation*}
\left.f(\alpha)\right|_{Z_{d}=0}=f\left(\left.\alpha\right|_{Z_{d}=0}\right)=f(\pi(\alpha)) \quad \text { for } \alpha \in V . \tag{49}
\end{equation*}
$$

[^8]For $i \in[m]$, let $\widetilde{V}_{i}=\left.f\right|_{V} ^{-1}\left(V_{i}\right), \tilde{V}_{i}^{\prime}=\pi\left(\widetilde{V}_{i}\right) \subseteq \operatorname{span}_{\mathbb{F}_{q}}\left\{Z_{1}, \ldots, Z_{d-1}\right\}$ and $V_{i}^{\prime}=f\left(\tilde{V}_{i}^{\prime}\right)=f\left(\pi\left(\widetilde{V}_{i}\right)\right)$. Note that

$$
\begin{equation*}
V_{m}^{\prime}=f\left(\pi\left(\tilde{V}_{m}\right)\right)=f\left(\tilde{V}_{m}\right)=V_{m} \tag{50}
\end{equation*}
$$

where the second equality holds since $\widetilde{V}_{m}=\left.f\right|_{V} ^{-1}\left(V_{m}\right) \subseteq \operatorname{span}_{\mathbb{F}_{q}}\left\{Z_{1}, \ldots, Z_{d-1}\right\}$. More generally, for $i \in[m]$,

$$
\begin{equation*}
\operatorname{dim} V_{i}^{\prime}=\operatorname{dim} f\left(\pi\left(\tilde{V}_{i}\right)\right)=\operatorname{dim} \pi\left(\tilde{V}_{i}\right) \geq \operatorname{dim}\left(\tilde{V}_{i}\right)-1=\operatorname{dim}\left(V_{i}\right)-1 \tag{51}
\end{equation*}
$$

For $i \in[m]$, we have

$$
\begin{align*}
\prod_{\alpha \in V_{i}}\left(X-\left.\alpha\right|_{d_{d}=0}\right)^{q^{k-\operatorname{dim}\left(V_{i}\right)-r_{i}}} & =\prod_{\alpha \in \widetilde{V}_{i}}\left(X-\left.f(\alpha)\right|_{Z_{d}=0}\right)^{q^{k-\operatorname{dim}\left(V_{i}\right)-r_{i}}} \\
& \stackrel{(49)}{=} \prod_{\alpha \in \widetilde{V}_{i}}(X-f(\pi(\alpha)))^{q^{k-\operatorname{dim}\left(V_{i}\right)-r_{i}}} \\
& =\prod_{\alpha \in V_{i}^{\prime}}(X-\alpha)^{q^{k-\operatorname{dim}\left(V_{i}\right)-r_{i}+\operatorname{dim}\left(\widetilde{V}_{i}\right)-\operatorname{dim}\left(V_{i}^{\prime}\right)}}  \tag{52}\\
& =\prod_{\alpha \in V_{i}^{\prime}}(X-\alpha)^{q^{k-\operatorname{dim}\left(V_{i}^{\prime}\right)-r_{i}}} .
\end{align*}
$$

Let $V^{\prime}=\operatorname{span}_{\mathbb{F}_{q}}\left\{Z_{1}, \ldots, Z_{d-1}\right\} \subseteq V$ and $W^{\prime}=\operatorname{span}_{\mathbb{F}_{q}}\left\{Z_{d}, \ldots, Z_{n}\right\} \supseteq W$. Then $V_{i}^{\prime}=$ $f\left(\pi\left(\tilde{V}_{i}\right)\right) \subseteq f\left(V^{\prime}\right)$ for $i \in[m]$. Note that $f$ is a $q$-linearized polynomial with coefficients in $\mathbb{F}_{q}[W] \subseteq \mathbb{F}_{q}\left[W^{\prime}\right]$. Also note that $\operatorname{dim} V^{\prime}=d-1 \leq s-1$. By definition, $\left(V_{i}^{\prime}\right)_{i \in[m]}$ is $(s-1)$ admissible. Let $\mathcal{S}^{\prime}=\left(V_{i}^{\prime}, r_{i}\right)_{i \in[m]}$. As $\operatorname{dim} V_{i}^{\prime} \leq \operatorname{dim} \widetilde{V}_{i}=\operatorname{dim} V_{i}$ for $i \in[m]$, we have by definition that $\mathcal{S}^{\prime} \in V_{k, m, s-1}$.

Next, we verify that $\mathcal{S}^{\prime}$ satisfies (33) for all nonempty $\Omega \subseteq[m]$. If $|\Omega|=1$, then (33) holds trivially for $\mathcal{S}^{\prime}$. For $\Omega=[m]$, (33) also holds for $\mathcal{S}^{\prime}$ since

$$
\begin{aligned}
\operatorname{dim}\left(\bigcap_{i \in[m]} V_{i}^{\prime}\right)+\sum_{i \in[m]} r_{i} \leq \operatorname{dim}\left(\bigcap_{i \in[m]} V_{i}\right)+\sum_{i \in[m]} r_{i} & \leq \max _{i \in[m]}\left\{\operatorname{dim}\left(V_{i}\right)+r_{i}\right\} \\
& \stackrel{(48)}{=} \operatorname{dim}\left(V_{m}\right)+r_{m} \\
& \stackrel{(50)}{=} \operatorname{dim}\left(V_{m}^{\prime}\right)+r_{m} \\
& \leq \max _{i \in[m]}\left\{\operatorname{dim}\left(V_{i}^{\prime}\right)+r_{i}\right\}
\end{aligned}
$$

where the second inequality holds since $\mathcal{S}$ satisfies (33) with $\Omega=[m]$. Finally, for nonempty $\Omega \subseteq[m]$ with $2 \leq|\Omega| \leq m-1,(33)$ holds for $\mathcal{S}^{\prime}$ since

$$
\begin{aligned}
\operatorname{dim}\left(\bigcap_{i \in \Omega} V_{i}^{\prime}\right)+\sum_{i \in \Omega} r_{i} \leq \operatorname{dim}\left(\bigcap_{i \in \Omega} V_{i}\right)+\sum_{i \in \Omega} r_{i} & \stackrel{(47)}{\leq} \max _{i \in \Omega}\left\{\operatorname{dim}\left(V_{i}\right)+r_{i}\right\}-1 \\
& \stackrel{(51)}{\leq} \max _{i \in[m]}\left\{\operatorname{dim}\left(V_{i}^{\prime}\right)+r_{i}\right\}
\end{aligned}
$$

By (52) and the definitions (30), (31), and (32), it holds that $\operatorname{det}\left(M_{\mathcal{S}^{\prime}}\right)=\left.\operatorname{det}\left(M_{\mathcal{S}}\right)\right|_{Z_{d}=0}$. And by the induction hypothesis, we have $\operatorname{det}\left(M_{\mathcal{S}^{\prime}}\right) \neq 0$. So $\operatorname{det}\left(M_{\mathcal{S}}\right) \neq 0$.

## 5 Equivalence Between $\operatorname{GKP}(\ell)$ and $\operatorname{MRD}(\ell)$

In this section, we will establish the equivalence between $\operatorname{GKP}(\ell)$ and $\operatorname{MRD}(\ell)$ over a general field $\mathbb{F} / \mathbb{F}_{q}$. As a key technical ingredient, we will prove our formula for generic intersection dimension (see Theorem 1.16), generalizing a similar formula established in [BGM23]. Our proofs closely follow the arguments of Brakensiek-Gopi-Makam [BGM23].

### 5.1 Formula for Generic Intersection Dimension: Proof of Theorem 1.16

We first show that a generic linear code attains all generic kernel patterns. Our proof of this fact follows closely that of [BGM23, Proposition 2.1].

Proposition 5.1. Let $W$ be the $k \times n$ matrix $\left(Z_{i, j}\right)_{i \in[k], j \in[n]}$ over $\mathbb{F}:=\mathbb{F}_{q}\left(Z_{1,1}, \ldots, Z_{k, n}\right)$. Let $C \subseteq \mathbb{F}^{n}$ be the $[n, k]_{\mathbb{F}}$ code with $W$ as a generator matrix. Then $C$ attains any generic kernel pattern. In other words, $C$ is $\operatorname{GKP}(\ell)$ for all $\ell \geq 1$.

Proof. Let $\left(V_{1}, \ldots, V_{k}\right)$ be a generic kernel pattern, i.e., $\operatorname{dim}\left(\bigcap_{i \in \Omega} V_{i}\right) \leq k-|\Omega|$ for any nonempty $\Omega \subseteq[k]$. By Corollary 3.2, we can find $V_{i}^{\prime} \subseteq \mathbb{F}_{q}^{n}$ of dimension $k-1$ such that $V_{i} \subseteq V_{i}^{\prime}$ and $\operatorname{dim}\left(\bigcap_{i \in \Omega} V_{i}^{\prime}\right) \leq k-|\Omega|$ for any nonempty $\Omega \subseteq[k]$. By replacing $V_{i}$ with $V_{i}^{\prime}$, we may assume that $\operatorname{dim} V_{i}=k-1$.

For $i \in[k]$, choose $A_{i} \in \mathbb{F}_{q}^{n \times \operatorname{dim} V_{i}}$ such that $V_{i}=\left\langle A_{i}\right\rangle$. We want to show that there exists an invertible matrix $M \in \mathbb{F}^{k \times k}$, whose $i$-th row is denoted by $\boldsymbol{m}_{i}$, such that $\boldsymbol{m}_{i} W A_{i}=0$ for $i \in[k]$. Consider arbitrary $i \in[k]$. Since $\operatorname{dim} V_{i}=k-1$, we have $\operatorname{rank}\left(W A_{i}\right)=k-1$ by Lemma 2.15. This implies that the solution space $\boldsymbol{m}_{i}$ is one-dimensional, i.e., $\boldsymbol{m}_{i}$ is uniquely determined up to scaling. In fact, we may write each entry of $\boldsymbol{m}_{i}$ as a polynomial in the entries of a nonsingular maximal minor $P$ of $W A_{i}$ by applying Cramer's rule and clearing the common denominator $\operatorname{det}(P)$. As this holds for all $i \in[k]$, $\operatorname{det}(M)$ may be expressed as a polynomial in $Z_{i j}$. By the GM-MRD theorem (Theorem 4.1), $\operatorname{det}(M)$ is nonzero even after assigning $Z_{i}^{q^{j-1}}$ to $Z_{i, j}$ for $i \in[k]$ and $j \in[n]$. So $\operatorname{det}(M) \neq 0$, i.e., $M$ is invertible. ${ }^{10}$

Next, we establish an intersection dimension formula for $\operatorname{GKP}(\ell)$ codes. Recall that for a $k \times n$ matrix $G$ over a field $\mathbb{F} / \mathbb{F}_{q}$ and an $n \times \ell$ matrix $A$ over $\mathbb{F}_{q}$, we denote $G_{A}:=G A \in \mathbb{F}^{k \times \ell}$ and define $G_{V} \subseteq \mathbb{F}^{k}$ to be the column span of $G_{A}$.

Theorem 5.2. Let $\mathbb{F}$ be an extension field of $\mathbb{F}_{q}$. Let $C$ be an $[n, k]_{\mathbb{F}}$ code that is $\operatorname{GKP}(\ell)$ with $a$ generator matrix $G \in \mathbb{F}^{k \times n}$. Let $V_{1}, \ldots, V_{\ell}$ be subspaces of $\mathbb{F}_{q}^{n}$, each of dimension at most $k$. Then

$$
\begin{equation*}
\operatorname{dim}_{\mathbb{F}}\left(\bigcap_{i \in[\ell]} G_{V_{i}}\right)=\max _{P_{1} \sqcup P_{2} \sqcup \cdots \sqcup P_{s}=[\ell]}\left(\sum_{i \in[s]} \operatorname{dim}_{\mathbb{F}_{q}}\left(\bigcap_{j \in P_{i}} V_{j}\right)-(s-1) k\right) . \tag{53}
\end{equation*}
$$

Proof. We first prove that LHS $\geq$ RHS. For any nonempty $S \subseteq[\ell]$, it holds that $G_{V_{S}} \subseteq \bigcap_{i \in S} G_{V_{i}}$, where $V_{S}:=\bigcap_{i \in S} V_{i}$. Therefore, for any partition $P_{1} \sqcup P_{2} \sqcup \cdots \sqcup P_{s}=[\ell]$, we have

$$
\begin{equation*}
\bigcap_{i \in[s]} G_{V_{P_{i}}} \subseteq \bigcap_{i \in[\ell]} G_{V_{i}} . \tag{54}
\end{equation*}
$$

[^9]Also note that by Lemma 2.1,

$$
\begin{equation*}
\bigcap_{i \in[s]} G_{V_{P_{i}}}=\left(\sum_{i \in[s]} G_{V_{P_{i}}}^{\perp}\right)^{\perp} \tag{55}
\end{equation*}
$$

As $C$ is a $\operatorname{GKP}(\ell)$ code, $C$ is a MRD code. So we have $\operatorname{dim} G_{V_{P_{i}}}=\operatorname{dim} V_{P_{i}}$ for $i \in[s]$. It follows that

$$
\begin{aligned}
\operatorname{dim}\left(\bigcap_{i \in[\ell]} G_{V_{i}}\right) & \stackrel{(54)}{\geq} \operatorname{dim}\left(\bigcap_{i \in[s]} G_{V_{P_{i}}}\right) \stackrel{(55)}{=} k-\operatorname{dim}\left(\sum_{i \in[s]} G_{V_{P_{i}}}^{\perp}\right) \geq k-\sum_{i \in[s]} \operatorname{dim}\left(G_{V_{P_{i}}}^{\perp}\right) \\
& =k-\sum_{i \in[s]}\left(k-\operatorname{dim} V_{P_{i}}\right)=\sum_{i \in[s]} \operatorname{dim}\left(\bigcap_{j \in P_{i}} V_{j}\right)-(s-1) k .
\end{aligned}
$$

So LHS $\geq$ RHS in (53).
Next, we prove that LHS $\leq$ RHS in (53). Denote RHS of (53) by $d$, i.e.,

$$
d=\max _{P_{1} \sqcup P_{2} \sqcup \cdots \sqcup P_{s}=[\ell]}\left(\sum_{i \in[s]} \operatorname{dim}_{\mathbb{F}_{q}}\left(\bigcap_{j \in P_{i}} V_{j}\right)-(s-1) k\right) .
$$

Then for all partitions $P_{1} \sqcup P_{2} \sqcup \cdots \sqcup P_{s}=[\ell]$,

$$
\sum_{i=1}^{s} \operatorname{dim}\left(\bigcap_{j \in P_{i}} V_{j}\right) \leq(s-1) k+d
$$

Thus, by Lemma 3.6, there exist integers $\delta_{1}, \ldots, \delta_{\ell} \geq 0$ such that $\sum_{i=1}^{\ell} \delta_{i}=k-d$ and for all nonempty $\Omega \subseteq[\ell]$,

$$
\operatorname{dim}\left(\bigcap_{i \in \Omega} V_{i}\right) \leq k-\sum_{i \in \Omega} \delta_{i}
$$

By Proposition 3.3, we know that the pattern $\left(T_{1}, \ldots, T_{k}\right)$ with $\delta_{i}$ copies of $V_{i}$ for $i \in[\ell]$ and $d$ additional copies of $\{0\}$ is a generic kernel pattern. Without loss of generality, assume the $d$ copies of $\{0\}$ are $T_{k-d+1}, \cdots, T_{k}$. For $i \in[k]$, choose $A_{i} \in \mathbb{F}_{q}^{n \times \operatorname{dim} T_{i}}$ such that $T_{i}=\left\langle A_{i}\right\rangle$.

As $C$ is $\operatorname{GKP}(\ell)$, there exists an invertible matrix $M \in \mathbb{F}^{k \times k}$ such that $\boldsymbol{m}_{i} G A_{i}=0$ for all $i \in[k]$, where $\boldsymbol{m}_{i}$ denotes the $i$-th row of $M$. As $M$ is invertible, we have $\operatorname{dim}_{\mathbb{F}}\left(\bigcap_{i \in[\ell]}(M G)_{V_{i}}\right)=$ $\operatorname{dim}_{\mathbb{F}}\left(\bigcap_{i \in[\ell]} G_{V_{i}}\right)$. Thus, to prove that LHS $\leq$ RHS in (53), i.e., $\operatorname{dim}_{\mathbb{F}}\left(\bigcap_{i \in[\ell]} G_{V_{i}}\right) \leq d$, it suffices to show that for any $z \in \bigcap_{i \in[\ell]}(M G)_{V_{i}}$, only the last $d$ coordinates of $z$ could be nonzero.

Let $z=\left(z_{1}, \ldots, z_{k}\right) \in \bigcap_{i \in[\ell]}(M G)_{V_{i}}$. Consider arbitrary $i \in[k-d]$. Then $T_{i}$ is a copy of $V_{j}$ for some $j \in[\ell]$. As $z \in(M G)_{V_{j}}=(M G)_{T_{i}}$, we have $z_{i}=\boldsymbol{m}_{i} G A_{i} \boldsymbol{u}$ for some $\boldsymbol{u} \in \mathbb{F}^{\operatorname{dim} V_{i}}$. But $\boldsymbol{m}_{i} G A_{i}=0$. So $z_{i}=0$. This proves the claim that only the last $d$ coordinates of $z$ could be nonzero, thereby completing the proof.

Combining Proposition 5.1 and Theorem 5.2 yields our formula for generic intersection dimension.

Corollary 5.3 (Theorem 1.16, restated). Let $W$ be the $k \times n$ matrix $\left(Z_{i, j}\right)_{i \in[k], j \in[n]}$ over $\mathbb{F}:=$ $\mathbb{F}_{q}\left(Z_{1,1}, \ldots, Z_{k, n}\right)$. Let $V_{1}, \ldots, V_{\ell}$ be subspaces of $\mathbb{F}_{q}^{n}$, each of dimension at most $k$. Then

$$
\begin{equation*}
\operatorname{dim}_{\mathbb{F}}\left(\bigcap_{i \in[\ell]} W_{V_{i}}\right)=\max _{P_{1} \sqcup P_{2} \sqcup \cdots \sqcup P_{s}=[\ell]}\left(\sum_{i \in[s]} \operatorname{dim}_{\mathbb{F}_{q}}\left(\bigcap_{j \in P_{i}} V_{j}\right)-(s-1) k\right) . \tag{56}
\end{equation*}
$$

### 5.2 Proof of Theorem 1.13

We are now ready to prove Theorem 1.13, which establishes an equivalence between $\operatorname{GKP}(\ell)$ and $\operatorname{MRD}(\ell)$. The direction from $\operatorname{GKP}(\ell)$ to $\operatorname{MRD}(\ell)$ follows easily from our intersection dimension formula for $\operatorname{GKP}(\ell)$ codes.

Theorem 5.4. Let $C$ be an $[n, k]_{\mathbb{F}}$ code over a field $\mathbb{F} / \mathbb{F}_{q}$. If $C$ is $\operatorname{GKP}(\ell)$, then it is $\operatorname{MRD}(\ell)$.
Proof. By Proposition 5.1, the "generic" linear code over $\mathbb{F}_{q}\left(Z_{1,1}, \ldots, Z_{k, n}\right)$ defined by the generator matrix $W=\left(Z_{i, j}\right)_{i \in[k], j \in[n]}$ is also $\operatorname{GKP}(\ell)$. Let $G \in \mathbb{F}^{k \times n}$ be a generator matrix of $C$. By Theorem 5.2, for any subspaces $V_{1}, \ldots, V_{\ell} \subseteq \mathbb{F}_{q}^{n}$ of dimension at most $k$, we have $\operatorname{dim}\left(\bigcap_{i \in[\ell]} G_{V_{i}}\right)=$ $\operatorname{dim}\left(\bigcap_{i \in[\ell]} W_{V_{i}}\right)$, i.e., $C$ is $\operatorname{MRD}(\ell)$.

Next, we prove the implication from $\operatorname{MRD}(\ell)$ to $\operatorname{GKP}(\ell)$.
Theorem 5.5. Let $\mathbb{F}$ be an extension field of $\mathbb{F}_{q}$. Let $C$ be an $[n, k]_{\mathbb{F}}$ code that is $\operatorname{MRD}(\ell)$. Let $\mathcal{T}=\left(T_{1}, \ldots, T_{k}\right)$ be a generic kernel pattern of order at most $\ell$. Then $C$ attains $\mathcal{T}$.

Proof. By Corollary 3.5, by padding the subspaces if necessary, we may assume that there exist subspaces $V_{1}, \ldots, V_{\ell} \subseteq \mathbb{F}_{q}^{n}$ and integers $\delta_{1}, \ldots, \delta_{\ell} \geq 0$ such that $\operatorname{dim} V_{i}=k-\delta_{i}$ for all $i \in[\ell]$ and $\mathcal{T}$ consists of $\delta_{i}$ copies of $V_{i}$ and $d:=k-\sum_{i \in[\ell]} \delta_{i}$ additional copies of $\{0\}$.

Since $\mathcal{T}$ is a generic kernel pattern of order at most $\ell$, by Lemma 3.6, for all partitions $P_{1} \sqcup$ $P_{2} \sqcup \cdots \sqcup P_{s}=[\ell]$,

$$
\begin{equation*}
\sum_{i \in[s]} \operatorname{dim}\left(\bigcap_{j \in P_{i}} V_{j}\right) \leq(s-1) k+d \tag{57}
\end{equation*}
$$

For the finest partition $\{1\} \sqcup\{2\} \sqcup \cdots \sqcup\{\ell\}$, the above inequality is indeed an equality because $\operatorname{dim}\left(V_{i}\right)=k-\delta_{i}$ and thus

$$
\begin{equation*}
\sum_{i=1}^{\ell} \operatorname{dim}\left(V_{i}\right)=s k-\sum_{i=1}^{\ell} \delta_{i}=(s-1) k+d . \tag{58}
\end{equation*}
$$

Let $G \in \mathbb{F}^{k \times n}$ be a generator matrix of $C$. Then we have

$$
\operatorname{dim}\left(\bigcap_{i=1}^{\ell} G_{V_{i}}\right)=\operatorname{dim}\left(\bigcap_{i=1}^{\ell} W_{V_{i}}\right)=\sum_{i=1}^{\ell} \operatorname{dim}\left(V_{i}\right)-(s-1) k=d,
$$

where the first equality holds since $C$ is $\operatorname{MRD}(\ell)$ and the other equalities follow from Theorem 1.16, (57), and (58). So by Lemma 2.1,

$$
\begin{equation*}
\operatorname{dim}\left(\sum_{i=1}^{\ell} G_{V_{i}}^{\perp}\right)=k-\operatorname{dim}\left(\bigcap_{i=1}^{\ell} G_{V_{i}}\right)=k-d . \tag{59}
\end{equation*}
$$

On the other hand, as $C$ is MRD, we have $\operatorname{dim} G_{V_{i}}^{\perp}=k-\operatorname{dim} G_{V_{i}}=k-\operatorname{dim} V_{i}=\delta_{i}$ for $i \in[\ell]$. Therefore

$$
k-d \stackrel{(59)}{=} \operatorname{dim}\left(\sum_{i=1}^{\ell} G_{V_{i}}^{\perp}\right) \leq \sum_{i=1}^{\ell} \operatorname{dim}\left(G_{V_{i}}^{\perp}\right)=\sum_{i=1}^{\ell} \delta_{i}=k-d
$$

which implies that $\operatorname{dim}\left(\sum_{i=1}^{\ell} G_{V_{i}}^{\perp}\right)=\sum_{i=1}^{\ell} \operatorname{dim}\left(G_{V_{i}}^{\perp}\right)$. Therefore,, the sum $\sum_{i=1}^{\ell} G_{V_{i}}^{\perp}$ is a direct sum, i.e., $\sum_{i=1}^{\ell} G_{V_{i}}^{\perp}=\bigoplus_{i=1}^{\ell} G_{V_{i}}^{\perp}$. For $i \in[\ell]$, let $B_{i}=\left\{\boldsymbol{v}_{1}^{(i)}, \ldots, \boldsymbol{v}_{\delta_{i}}^{(i)}\right\}$ be a basis of $G_{V_{i}}^{\perp}$. Then $B:=B_{1} \sqcup \cdots \sqcup B_{\ell}$ is a basis of $\sum_{i=1}^{\ell} G_{V_{i}}^{\perp}$. Extending $B$ to a basis $B^{\prime}=B \sqcup\left\{\boldsymbol{u}_{1}, \ldots, \boldsymbol{u}_{d}\right\}$ of $\mathbb{F}^{k}$.

To show that $C$ attains $\mathcal{T}$, by permuting the subspaces $T_{i}$, we may assume that

$$
\mathcal{T}=\left(V_{1}^{(1)}, \ldots, V_{1}^{\left(\delta_{1}\right)}, \ldots, V_{\ell}^{(1)}, \ldots, V_{\ell}^{\left(\delta_{\ell}\right)},\{0\}, \ldots\{0\}\right)
$$

where $V_{i}^{(j)}$ denotes the $j$-th copy of $V_{i}$. Choose $M \in \mathbb{F}^{k \times k}$ such that the first $k-d$ columns of $M^{T}$ are $\boldsymbol{v}_{j}^{(i)}$ for $i \in[\ell]$ and $j \in\left[\delta_{i}\right]$ (given in lexicographic order of $(i, j)$ ), and the last $d$ columns of $M^{T}$ are $\boldsymbol{u}_{1}, \ldots, \boldsymbol{u}_{d}$. Then $M$ is invertible since the columns of $M^{T}$ form a basis of $\mathbb{F}^{k}$. By the construction of $M$, we have $\boldsymbol{m}_{i} G A_{i}=0$ for all $i \in[k]$, where $\boldsymbol{m}_{i}$ denotes the $i$-th row of $M$ and $A_{i} \in \mathbb{F}_{q}^{n \times \operatorname{dim} T_{i}}$ satisfies $T_{i}=\left\langle A_{i}\right\rangle$. Therefore, $C$ attains the kernel pattern $\mathcal{T}$.

Corollary 5.6. Let $C$ be an $[n, k]_{\mathbb{F}}$ code over a field $\mathbb{F} / \mathbb{F}_{q}$. If $C$ is $\operatorname{MRD}(\ell)$, then it is $\operatorname{GKP}(\ell)$.
Combining Theorem 5.4 and Corollary 5.6 proves Theorem 1.13.

## 6 Equivalence Between $\operatorname{MRD}(\ell)$ and $\operatorname{LD}-\operatorname{MRD}(\leq \ell-1)$ up to Duality

In this section, we will show that a linear code $C$ is $\operatorname{MRD}(\ell)$ if and only if its dual code is LD-MRD $(\leq \ell-1)$. Our proofs resemble the arguments of Brakensiek-Gopi-Makam [BGM23].

### 6.1 An Alternative Characterization of $\operatorname{MRD}(\ell)$ Over $\mathbb{F} / \mathbb{F}_{q}$

We start by providing an alternative characterization of $\operatorname{MRD}(\ell)$ codes. First, we need the following lemma.

Lemma 6.1. Let $\mathbb{F}$ be an extension field of $\mathbb{F}_{q}$ and let $G \in \mathbb{F}^{k \times n}$. For $i=1, \ldots, \ell$, let $V_{i}$ be a subspace of $\mathbb{F}_{q}^{n}$ and let $A_{i} \in \mathbb{F}_{q}^{n \times \operatorname{dim} V_{i}}$ such that $V_{i}=\left\langle A_{i}\right\rangle$. Then

$$
\begin{align*}
\operatorname{dim}\left(\bigcap_{i \in[\ell]} G_{V_{i}}\right) & =\sum_{i \in[\ell]} \operatorname{dim} G_{V_{i}}-\operatorname{rank}\left(G_{\left\{A_{i}\right\}_{i \in[\ell]}}\right),  \tag{60}\\
\text { where we define the matrix } G_{\left\{A_{i}\right\}_{i \in[\ell]}} & :=\left(\begin{array}{llll}
G A_{1} & G A_{2} & & \\
G A_{1} & & G A_{3} & \\
\vdots & & & \ddots \\
G A_{1} & & & G A_{\ell}
\end{array}\right) .
\end{align*}
$$

Proof. If $\operatorname{dim} G_{V_{i}}<\operatorname{dim} V_{i}$ for some $i \in[\ell]$, then some columns of $G A_{i}$ are linear combinations of other columns. In this case, we may delete the corresponding columns from $A_{i}$ and update $V_{i}$ correspondingly without affecting the two sides of (60). By repeatedly performing the deletions, we may assume that $\operatorname{dim} G_{V_{i}}=\operatorname{dim} V_{i}$ for all $i \in[\ell]$. In particular, RHS of (60) equals the dimension of

$$
U:=\left\{\boldsymbol{u} \in \mathbb{F}^{\sum_{i \in[\ell]} \operatorname{dim} V_{i}} \text { such that } G_{\left\{A_{i}\right\}_{i \in[\ell]}} \cdot \boldsymbol{u}=0\right\}
$$

since the number of linearly independent constraints in the linear system $G_{\left\{A_{i}\right\}_{i \in[\ell]}} \cdot \boldsymbol{u}=0$ is exactly $\operatorname{rank}\left(G_{\left\{A_{i}\right\}_{i \in[\ell]}}\right)$.

It remains to find an isomorphism $\sigma: U \rightarrow \bigcap_{i \in[\ell]} G_{V_{i}}$ between the two $\mathbb{F}$-linear spaces. Let $\sigma$ send $\boldsymbol{u}=\left(\boldsymbol{u}_{1}, \boldsymbol{u}_{2}, \ldots, \boldsymbol{u}_{\ell}\right) \in U$ with $\boldsymbol{u}_{i} \in \mathbb{F}^{\operatorname{dim} V_{i}}$ to $-G A_{1} \cdot \boldsymbol{u}_{1}$. Note that the definition of $U$ and that of $G_{\left\{A_{i}\right\}_{i \in[\ell]}}$ imply that for $\boldsymbol{u}=\left(\boldsymbol{u}_{1}, \boldsymbol{u}_{2}, \ldots, \boldsymbol{u}_{\ell}\right) \in U$,

$$
\begin{equation*}
-G A_{1} \cdot \boldsymbol{u}_{1}=G A_{2} \cdot \boldsymbol{u}_{2}=\cdots=G A_{\ell} \cdot \boldsymbol{u}_{\ell} \tag{61}
\end{equation*}
$$

It follows that the image of $U$ under $\sigma$ is indeed contained in $\bigcap_{i \in[\ell]} G_{V_{i}}$. Moreover, for any $\boldsymbol{y} \in$ $\bigcap_{i \in[\ell]} G_{V_{i}}$, by the fact that $\operatorname{dim} G_{V_{i}}=\operatorname{dim} V_{i}$ for $i \in[\ell]$, there exists unique ( $\boldsymbol{u}_{1}, \ldots, \boldsymbol{u}_{\ell}$ ) with $\boldsymbol{u}_{i} \in \mathbb{F}^{\operatorname{dim} V_{i}}$ such that $\boldsymbol{y}=-G A_{1} \cdot \boldsymbol{u}_{1}=G A_{2} \cdot \boldsymbol{u}_{2}=\cdots=G A_{\ell} \cdot \boldsymbol{u}_{\ell}$. The map $\boldsymbol{y} \mapsto\left(\boldsymbol{u}_{1}, \ldots, \boldsymbol{u}_{\ell}\right)$ is then the inverse of $\sigma$.

Corollary 6.2. Let $\mathbb{F}$ be an extension field of $\mathbb{F}_{q}$. Let $C$ be an $[n, k]_{\mathbb{F}}$ code that is MRD, and let $G \in$ $\mathbb{F}^{k \times n}$ be a generator matrix of $C$. Let $V_{1}, V_{2}, \ldots, V_{\ell}$ be subspaces of $\mathbb{F}_{q}^{n}$, each of dimension at most k. Then $\operatorname{dim}\left(\bigcap_{i=1}^{\ell} G_{V_{i}}\right) \geq \operatorname{dim}\left(\bigcap_{i=1}^{\ell} W_{V_{i}}\right)$, where $W=\left(Z_{i, j}\right)_{i \in[k], j \in[n]} \in \mathbb{F}\left(Z_{1,1}, \ldots, Z_{k, n}\right)^{k \times n}$.

Proof. For $i \in[\ell]$, choose $A_{i} \in \mathbb{F}_{q}^{n \times \operatorname{dim} V_{i}}$ such that $V_{i}=\left\langle A_{i}\right\rangle$. As $C$ is MRD, we have $\operatorname{dim} G_{V_{i}}=$ $\operatorname{dim} V_{i}$ for $i \in[\ell]$. By Lemma 2.15, we also have $\operatorname{dim} W_{V_{i}}=\operatorname{dim} V_{i}$ for $i \in[\ell]$. Then by Lemma 6.1, it suffices to prove that $\operatorname{rank}\left(G_{\left\{A_{i}\right\}_{i \in[\ell]}}\right)<\operatorname{rank}\left(W_{\left\{A_{i}\right\}_{i \in[\ell]}}\right)$. This holds since $G_{\left\{A_{i}\right\}_{i \in[\ell]}}$ can be obtained from $W_{\left\{A_{i}\right\}_{i \in[f]}}$ by assigning the $(i, j)$-th entry of $G$ to $Z_{i, j}$ for $(i, j) \in[k] \times[n]$. Such an assignment does not increase the rank since if the determinant of a submatrix is nonzero after the assignment, then it must have been nonzero before the assignment.

The next lemma presents an alternative characterization of $\operatorname{MRD}(\ell)$ codes, which appears weaker but is, in fact, equivalent.

Lemma 6.3. Let $\mathbb{F}$ be an extension field of $\mathbb{F}_{q}$. Let $C$ be an $[n, k]_{\mathbb{F}}$ code with a generator matrix $G \in \mathbb{F}^{k \times n}$. Let $\ell \geq 1$. Then the following are equivalent:

1. $C$ is $\operatorname{MRD}(\ell)$.
2. $C$ is MRD and for all subspaces $V_{1}, V_{2}, \ldots, V_{\ell} \subseteq \mathbb{F}_{q}^{n}$, each of dimension at most $k$, we have $\bigcap_{i=1}^{\ell} G_{V_{i}}=0$ iff $\bigcap_{i=1}^{\ell} W_{V_{i}}=0$, where $W=\left(Z_{i, j}\right)_{i \in[k], j \in[n]} \in \mathbb{F}\left(Z_{1,1}, \ldots, Z_{k, n}\right)^{k \times n}$.

Proof. Item 1 implies Item 2 by the definition of $\operatorname{MRD}(\ell)$. Conversely, we show that if Item 1 does not hold, neither does Item 2.

Suppose $C$ is not $\operatorname{MRD}(\ell)$. Further assume that $C$ is MRD since otherwise Item 2 certainly does not hold. Then there exist subspaces $V_{1}, V_{2}, \ldots, V_{\ell} \subseteq \mathbb{F}_{q}^{n}$, each of dimension at most $k$, such that $\operatorname{dim}\left(\bigcap_{i=1}^{\ell} G_{V_{i}}\right) \neq \operatorname{dim}\left(\bigcap_{i=1}^{\ell} W_{V_{i}}\right)$. By Corollary 6.2, we have

$$
\begin{equation*}
\operatorname{dim}\left(\bigcap_{i=1}^{\ell} G_{V_{i}}\right)>d:=\operatorname{dim}\left(\bigcap_{i=1}^{\ell} W_{V_{i}}\right) . \tag{62}
\end{equation*}
$$

We know by Lemma 6.1 and Lemma 2.15 that

$$
\begin{equation*}
\operatorname{rank}\left(W_{\left\{A_{i}\right\}_{i \in[\ell]}}\right)=\left(\sum_{i \in[\ell]} \operatorname{dim} W_{V_{i}}\right)-d=\left(\sum_{i \in[\ell]} \operatorname{dim} V_{i}\right)-d . \tag{63}
\end{equation*}
$$

This means we can find $d$ columns $\mathbf{c}_{1}, \ldots, \mathbf{c}_{d}$ of $W_{\left\{A_{i}\right\}_{i \in[\ell]}}$ that can be written as linear combinations of the remaining columns. Remove the corresponding $d$ columns in total from $A_{1}, \ldots, A_{\ell}$ to obtain $A_{1}^{\prime}, \ldots, A_{\ell}^{\prime}$, where $A_{i}^{\prime}$ is a submatrix of $A_{i}$, so that $W_{\left\{A_{i}^{\prime}\right\}_{i \in[\ell]}}$ is obtained from $W_{\left\{A_{i}\right\}_{i \in[\ell]}}$ by removing $\mathbf{c}_{1}, \ldots, \mathbf{c}_{d}$. Then $\operatorname{rank}\left(W_{\left\{A_{i}^{\prime}\right\}_{i \in[\ell]}}\right)=\operatorname{rank}\left(W_{\left\{A_{i}\right\}_{i \in[\ell]}}\right)$. Let $V_{i}^{\prime}=\left\langle A_{i}^{\prime}\right\rangle$ for $i \in[\ell]$. Then
$\sum_{i \in[\ell]} \operatorname{dim} V_{i}^{\prime}=\left(\sum_{i \in[\ell]} \operatorname{dim} V_{i}\right)-d$. By Lemma 6.1 and Lemma 2.15, we have

$$
\begin{aligned}
\operatorname{dim}\left(\bigcap_{i=1}^{\ell} W_{V_{i}^{\prime}}\right) & =\left(\sum_{i \in[\ell]} \operatorname{dim} W_{V_{i}^{\prime}}\right)-\operatorname{rank}\left(W_{\left\{A_{i}^{\prime}\right\}_{i \in[\ell]}}\right)=\left(\sum_{i \in[\ell]} \operatorname{dim} V_{i}^{\prime}\right)-\operatorname{rank}\left(W_{\left\{A_{i}^{\prime}\right\}_{i \in[\ell]}}\right) \\
& =\left(\sum_{i \in[\ell]} \operatorname{dim} V_{i}\right)-d-\operatorname{rank}\left(W_{\left\{A_{i}\right\}_{i \in[\ell]}}\right) \stackrel{(63)}{=} 0 .
\end{aligned}
$$

On the other hand, removing a column from $A_{i}$ decreases $\operatorname{dim} V_{i}=\operatorname{dim}\left\langle A_{i}\right\rangle$ by one and decreases $\operatorname{rank}\left(G_{\left\{A_{i}\right\}_{i \in[\ell]}}\right)$ by zero or one. It follows from (60) that

$$
\operatorname{dim}\left(\bigcap_{i \in[\ell]} G_{V_{i}^{\prime}}\right) \geq \operatorname{dim}\left(\bigcap_{i \in[\ell]} G_{V_{i}}\right)-d \stackrel{(62)}{>} d-d=0
$$

So Item 2 does not hold.

### 6.2 Proof of Theorem 1.14

We now prove Theorem 1.14, which establishes an equivalence between $\operatorname{LD}-\operatorname{MRD}(\leq \ell)$ and $\operatorname{MRD}(\ell+$ 1) up to duality. First, we show the implication from $\operatorname{LD}-\operatorname{MRD}(\leq \ell)$ to $\operatorname{MRD}(\ell+1)$.

Theorem 6.4. Let $C$ be an $[n, k]_{\mathbb{F}}$ code over a field $\mathbb{F} / \mathbb{F}_{q}$. If $C$ is $\operatorname{LD}-\operatorname{MRD}(\leq \ell)$, then $C^{\perp}$ is $\operatorname{MRD}(\ell+1)$.

Proof. We will prove the contrapositive: If $C^{\perp}$ is not $\operatorname{MRD}(\ell+1)$, then $C$ is not $\operatorname{LD}-\operatorname{MRD}(\leq \ell)$. If $C^{\perp}$ is not MRD, then $C$ is not either by Lemma 2.11. This, in turn, implies that $C$ is not $\operatorname{LD}-\operatorname{MRD}(\leq \ell)$, since all $\operatorname{LD}-\operatorname{MRD}(\leq \ell)$ codes are MRD. So we may assume that $C^{\perp}$ is MRD.

Let $H \in \mathbb{F}^{(n-k) \times n}$ be a parity check matrix of $C$. Then $H$ is also a generator matrix of $C^{\perp}$. By Corollary 6.2 and Lemma 6.3, the fact that $C^{\perp}$ is MRD but not $\operatorname{MRD}(\ell+1)$ implies that there exist subspaces $V_{0}, \ldots, V_{\ell} \subseteq \mathbb{F}_{q}^{n}$, each of dimension at most $n-k$, such that

$$
\begin{equation*}
\bigcap_{0 \leq i \leq \ell} H_{V_{i}} \neq\{0\} \quad \text { and } \bigcap_{0 \leq i \leq \ell} W_{V_{i}}=\{0\} \tag{64}
\end{equation*}
$$

For all partitions $P_{1} \sqcup P_{2} \sqcup \cdots \sqcup P_{s}=\{0,1, \ldots, \ell\}$, by Theorem 1.16 and the fact that $\bigcap_{0 \leq i \leq \ell} W_{V_{i}}=$ $\{0\}$, we have

$$
\begin{equation*}
\sum_{i=1}^{s} \operatorname{dim} V_{P_{i}} \leq(s-1)(n-k), \tag{65}
\end{equation*}
$$

where $V_{P_{i}}=\bigcap_{j \in P_{i}} V_{j}$. Fix nonzero $\boldsymbol{y} \in \bigcap_{0 \leq i \leq \ell} H_{V_{i}}$, which is possible as $\bigcap_{0 \leq i \leq \ell} H_{V_{i}} \neq\{0\}$.
For $0 \leq i \leq \ell$, choose $A_{i} \in \mathbb{F}_{q}^{n \times \operatorname{dim} V_{i}}$ such that $V_{i}=\left\langle A_{i}\right\rangle$. As $\boldsymbol{y} \in \bigcap_{0 \leq i \leq \ell} H_{V_{i}}$, there exist vectors $\boldsymbol{u}_{0}, \ldots, \boldsymbol{u}_{\ell}$ with $\boldsymbol{u}_{i} \in \mathbb{F}^{\operatorname{dim} V_{i}}$ such that $H A_{0} \boldsymbol{u}_{0}=H A_{1} \boldsymbol{u}_{1}=\cdots=H A_{\ell} \boldsymbol{u}_{\ell}=\boldsymbol{y}$. Let $\boldsymbol{v}_{i}=A_{i} \boldsymbol{u}_{i}$ for $0 \leq i \leq \ell$, so that $H \boldsymbol{v}_{i}=\boldsymbol{y}$. Define the partition $P_{1} \sqcup P_{2} \sqcup \cdots \sqcup P_{s}=\{0,1, \ldots, \ell\}$ such that $j, j^{\prime} \in\{0,1, \ldots, \ell\}$ are in the same set of the partition iff $\boldsymbol{v}_{j}=\boldsymbol{v}_{j^{\prime}}$. For $i \in[s]$, let $\boldsymbol{v}_{P_{i}}:=\boldsymbol{v}_{j}$ for any $j \in P_{i}$. Then we have $s$ distinct vectors $\boldsymbol{v}_{P_{1}}, \ldots, \boldsymbol{v}_{P_{s}} \in \mathbb{F}^{n}$.

Consider arbitrary $i \in[s]$. For all $j \in P_{i}$ and $\boldsymbol{x} \in V_{j}^{\perp} \subseteq \mathbb{F}_{q}^{n}$, we have $\boldsymbol{x}^{T} \boldsymbol{v}_{P_{i}}=\boldsymbol{x}^{T} \boldsymbol{v}_{j}=$ $\boldsymbol{x}^{T} A_{j} \boldsymbol{u}_{j}=0$ since $\boldsymbol{x}^{T} A_{j}=0$. As this holds for all $j \in P_{i}$ and $\boldsymbol{x} \in V_{j}^{\perp}$, we have that $\boldsymbol{x}^{T} \boldsymbol{v}_{P_{i}}=0$ for
all $\boldsymbol{x} \in \sum_{j \in P_{i}} V_{j}^{\perp}=\left(\bigcap_{j \in P_{i}} V_{j}\right)^{\perp}=V_{P_{i}}^{\perp}$. (Here $\sum_{j \in P_{i}} V_{j}^{\perp}=\left(\bigcap_{j \in P_{i}} V_{j}\right)^{\perp}$ holds by Lemma 2.1.) So $V_{P_{i}}^{\perp} \subseteq \operatorname{ker}_{\mathbb{F}_{q}}\left(\boldsymbol{v}_{P_{i}}\right)$. It follows by Lemma 2.7 that

$$
\begin{equation*}
\operatorname{rank}_{\mathbb{F}_{q}}\left(\boldsymbol{v}_{P_{i}}\right)=n-\operatorname{dim}\left(\operatorname{ker}_{\mathbb{F}_{q}}\left(\boldsymbol{v}_{P_{i}}\right)\right) \leq n-\operatorname{dim}\left(V_{P_{i}}^{\perp}\right)=\operatorname{dim} V_{P_{i}} . \tag{66}
\end{equation*}
$$

So we have

$$
\begin{equation*}
\sum_{i=1}^{s} \operatorname{rank}_{\mathbb{F}_{q}}\left(\boldsymbol{v}_{P_{i}}\right) \stackrel{(66)}{\leq} \sum_{i=1}^{s} \operatorname{dim} V_{P_{i}} \stackrel{(65)}{\leq}(s-1)(n-k) . \tag{67}
\end{equation*}
$$

For $i \in[s]$, let $\boldsymbol{z}_{i}=\boldsymbol{v}_{P_{i}}-\boldsymbol{v}_{P_{1}}$. Note that $H \boldsymbol{z}_{i}=H \boldsymbol{v}_{P_{i}}-H \boldsymbol{v}_{P_{1}}=\boldsymbol{y}-\boldsymbol{y}=0$. So $\boldsymbol{z}_{1}, \ldots, \boldsymbol{z}_{s} \in C$. And

$$
\begin{equation*}
\sum_{i=1}^{s} d_{R}\left(-\boldsymbol{v}_{P_{1}}, \boldsymbol{z}_{i}\right)=\sum_{i=1}^{s} \operatorname{rank}_{\mathbb{F}_{q}}\left(\boldsymbol{z}_{i}-\left(-\boldsymbol{v}_{P_{1}}\right)\right)=\sum_{i=1}^{s} \operatorname{rank}_{\mathbb{F}_{q}}\left(\boldsymbol{v}_{P_{i}}\right) \stackrel{(67)}{\leq}(s-1)(n-k) . \tag{68}
\end{equation*}
$$

If $s=1$, we get from (67) that $\operatorname{rank}_{\mathbb{F}_{q}}\left(\boldsymbol{v}_{P_{1}}\right)=0$, implying that $\boldsymbol{v}_{P_{1}}=0$. But this is impossible since $\boldsymbol{y}=H \boldsymbol{v}_{P_{1}}$ is nonzero. So $s \geq 2$. By (68), $C$ is not LD-MRD $(s-1)$. As $s \leq \ell+1$, we see that $C$ is not LD-MRD $(\leq \ell)$.

Next, we show the other direction.
Theorem 6.5. Let $C$ be an $[n, k]_{\mathbb{F}}$ code over a field $\mathbb{F} / \mathbb{F}_{q}$. If $C^{\perp}$ is $\operatorname{MRD}(\ell+1)$, then $C$ is $\operatorname{LD}-\operatorname{MRD}(\leq \ell)$.

Proof. We will instead prove the following equivalent statement: Suppose $C$ is MRD but not $\operatorname{LD}-\operatorname{MRD}(\leq \ell)$. Then $C^{\perp}$ is not $\operatorname{MRD}(\ell+1)$.

Let $H \in \mathbb{F}^{(n-k) \times n}$ be a parity check matrix of $C$. Then $H$ is also a generator matrix of $C^{\perp}$. Since $C$ is not $\operatorname{LD}-\operatorname{MRD}(\leq \ell)$, there exist $L \leq \ell, \boldsymbol{z} \in \mathbb{F}^{n}$, and distinct $\boldsymbol{z}_{0}, \ldots, \boldsymbol{z}_{L} \in \mathbb{F}^{n}$ such that

$$
\sum_{i=0}^{L} \operatorname{rank}_{\mathbb{F}_{q}}\left(\boldsymbol{z}_{i}-\boldsymbol{z}\right) \leq L(n-k) \quad \text { and } \quad H \boldsymbol{z}_{0}=\cdots=H \boldsymbol{z}_{L}=0
$$

Let $\boldsymbol{v}_{i}=\boldsymbol{z}_{i}-\boldsymbol{z} \in \mathbb{F}^{n}$ for $0 \leq i \leq L$. Then $\boldsymbol{v}_{0}, \ldots, \boldsymbol{v}_{L}$ are distinct vectors satisfying

$$
\begin{equation*}
\sum_{i=0}^{L} \operatorname{rank}_{\mathbb{F}_{q}}\left(\boldsymbol{v}_{i}\right) \leq L(n-k) \quad \text { and } \quad H \boldsymbol{v}_{0}=\cdots=H \boldsymbol{v}_{L} \tag{69}
\end{equation*}
$$

Let $\boldsymbol{y}:=H \boldsymbol{v}_{0}$, which equals $H \boldsymbol{v}_{i}$ for all $0 \leq i \leq L$. Assume that $\boldsymbol{y}=0$. Then $H \boldsymbol{v}_{i}=0$ for all $0 \leq i \leq L$. So $\boldsymbol{v}_{0}, \ldots, \boldsymbol{v}_{L}$ are codewords of $C$. As $C$ is MRD, all of these codewords $\boldsymbol{v}_{i}$ except the zero codeword satisfy $\operatorname{rank}_{\mathbb{F}_{q}}\left(\boldsymbol{v}_{i}\right) \geq n-k+1$. But this contradicts (69). So $\boldsymbol{y} \neq 0$. Moreover, we may assume that $\operatorname{rank}_{\mathbb{F}_{q}}\left(\boldsymbol{v}_{i}\right) \leq n-k$ for all $0 \leq i \leq L$, because if this were not the case, we could remove some $\boldsymbol{v}_{i}$ and (69) would still hold (for smaller $L$ ).

Consider arbitrary $i \in\{0, \ldots, L\}$. Write $\boldsymbol{v}_{i}=\left(v_{i, 1}, \ldots, v_{i, n}\right)$. Let $r_{i}=\operatorname{rank}_{\mathbb{F}_{q}}\left(\boldsymbol{v}_{i}\right)$. We know $r_{i}=$ $\operatorname{span}_{\mathbb{F}_{q}}\left\{v_{i, 1}, \ldots, v_{i, n}\right\}$ by definition. Pick $u_{i, 1}, \ldots, u_{i, r_{i}} \in \mathbb{F}$ that form a basis of $\operatorname{span}_{\mathbb{F}_{q}}\left\{v_{i, 1}, \ldots, v_{i, n}\right\}$ over $\mathbb{F}_{q}$, and let $\boldsymbol{u}_{i}=\left(u_{i, 1}, \ldots, u_{i, r_{i}}\right) \in \mathbb{F}^{r_{i}}$. Then there exists a unique matrix $A_{i} \in \mathbb{F}_{q}^{n \times r_{i}}$ such that $\boldsymbol{v}_{i}=A_{i} \boldsymbol{u}_{i}$. Let $V_{i}=\left\langle A_{i}\right\rangle$, i.e., $V_{i}$ is the column span of $A_{i}$ over $\mathbb{F}_{q}$. Let $V_{i}^{\prime}$ be the column span of $A_{i}$ over $\mathbb{F}$. By definition, we have

1. $\operatorname{dim}_{\mathbb{F}_{q}} V_{i}=\operatorname{dim}_{\mathbb{F}} V_{i}^{\prime}=r_{i}=\operatorname{rank}_{\mathbb{F}_{q}}\left(\boldsymbol{v}_{i}\right) \leq n-k$.
2. $\boldsymbol{v}_{i}=A_{i} \boldsymbol{u}_{i} \in V_{i}^{\prime}$.
3. $H_{V_{i}}=\left\{H A_{i} \boldsymbol{u}: \boldsymbol{u} \in \mathbb{F}^{r_{i}}\right\}=\left\{H \boldsymbol{x}: \boldsymbol{x} \in V_{i}^{\prime}\right\}$. In particular, $H \boldsymbol{v}_{i} \in H_{V_{i}}$.

As $\boldsymbol{y}=H \boldsymbol{v}_{0}=\cdots=H \boldsymbol{v}_{L}$, we have $\boldsymbol{y} \in \bigcap_{0 \leq i \leq L} H_{V_{i}}$. Let $W=\left(Z_{i, j}\right)_{i \in[n-k], j \in[n]}$. First consider the case where $\bigcap_{0 \leq i \leq L} W_{V_{i}}=\{0\}$. Note that,

$$
\operatorname{dim}\left(\bigcap_{0 \leq i \leq L} H_{V_{i}}\right)>0=\operatorname{dim}\left(\bigcap_{0 \leq i \leq L} W_{V_{i}}\right)
$$

since we already know $\boldsymbol{y} \neq 0$ and $\boldsymbol{y} \in \bigcap_{0 \leq i \leq L} H_{V_{i}}$. So $C^{\perp}$ is not $\operatorname{MRD}(\ell+1)$.
Now consider the case where $\bigcap_{0 \leq i \leq L} W_{V_{i}} \neq\{0\}$. By Theorem 1.16, we have

$$
\begin{equation*}
\operatorname{dim}\left(\bigcap_{0 \leq i \leq L} W_{V_{i}}\right)=\sum_{i=1}^{s} \operatorname{dim}\left(V_{P_{i}}\right)-(s-1)(n-k)>0 \tag{70}
\end{equation*}
$$

for some partition $P_{1} \sqcup P_{2} \sqcup \cdots \sqcup P_{s}=\{0,1, \ldots, L\}$, where $V_{P_{i}}=\bigcap_{j \in P_{i}} V_{j}$. Note that this partition is not the finest partition of $\{0,1 \ldots, L\}$ since

$$
\sum_{i=0}^{L} \operatorname{dim} V_{i}-L(n-k)=\sum_{i=0}^{L} \operatorname{rank}_{\mathbb{F}_{q}}\left(\boldsymbol{v}_{i}\right)-L(n-k) \stackrel{(69)}{\leq} 0
$$

So $s<L+1$.
Define the $\mathbb{F}$-subspace $V \subseteq \prod_{i=0}^{L} \mathbb{F}^{r_{i}}$ to be

$$
V=\left\{\left(\boldsymbol{c}_{0}, \ldots, \boldsymbol{c}_{L}\right) \in \prod_{i=0}^{L} \mathbb{F}^{r_{i}}: H A_{0} \boldsymbol{c}_{0}=\cdots=H A_{L} \boldsymbol{c}_{L}\right\} .
$$

Then $\sigma:\left(\boldsymbol{c}_{0}, \ldots, \boldsymbol{c}_{L}\right) \mapsto H A_{0} \boldsymbol{c}_{0}$ maps $V$ to $\bigcap_{0 \leq i \leq L} H_{V_{i}}$. As $C^{\perp}$ is MRD (since $C$ is) and $\operatorname{dim} V_{i} \leq$ $n-k$ for $0 \leq i \leq L$, for every $\boldsymbol{w} \in \bigcap_{0 \leq i \leq L} H_{V_{i}}$, there exists unique $\boldsymbol{x}=\left(\boldsymbol{c}_{0}, \ldots, \boldsymbol{c}_{L}\right) \in V$ such that $\sigma(\boldsymbol{x})=\boldsymbol{w}$, i.e., $\sigma: V \rightarrow \bigcap_{0 \leq i \leq L} H_{V_{i}}$ is an isomorphism of $\mathbb{F}$-linear spaces. In particular,

$$
\begin{equation*}
\operatorname{dim}\left(\bigcap_{0 \leq i \leq L} H_{V_{i}}\right)=\operatorname{dim} V \tag{71}
\end{equation*}
$$

Define

$$
V^{\prime}=\left\{\left(\boldsymbol{c}_{0}, \ldots, \boldsymbol{c}_{L}\right) \in V: A_{j} \boldsymbol{c}_{j}=A_{j^{\prime}} \boldsymbol{c}_{j^{\prime}} \text { for } i \in[s] \text { and } j, j^{\prime} \in P_{i}\right\} \subseteq V
$$

Note that $\left(\boldsymbol{u}_{0}, \ldots, \boldsymbol{u}_{L}\right) \in V \backslash V^{\prime}$ since $\boldsymbol{v}_{0}=A_{0} \boldsymbol{u}_{0}, \ldots, \boldsymbol{v}_{L}=A_{L} \boldsymbol{u}_{L}$ are distinct and $s<L+1$. So

$$
\begin{equation*}
\operatorname{dim} V>\operatorname{dim} V^{\prime} \tag{72}
\end{equation*}
$$

Consider $\left(\boldsymbol{c}_{0}, \ldots, \boldsymbol{c}_{L}\right) \in V^{\prime}$ and $i \in[s]$. For $j, j^{\prime} \in P_{i}$, we have $A_{j} \boldsymbol{c}_{j}=A_{j^{\prime}} \boldsymbol{c}_{j^{\prime}} \in V_{j}^{\prime} \cap V_{j^{\prime}}^{\prime}$. So for $j \in P_{i}$, it holds that

$$
\boldsymbol{c}_{j} \in \bigcap_{j^{\prime} \in P_{i}} V_{j^{\prime}}^{\prime}=: V_{P_{i}}^{\prime} .
$$

As each $V_{j}^{\prime}$ is the $\mathbb{F}$-span of the $\mathbb{F}_{q}$-linear space $V_{j}$, here $V_{P_{i}}^{\prime}$ is the $\mathbb{F}$-span of the $\mathbb{F}_{q}$-linear space $V_{P_{i}}=\bigcap_{j \in P_{i}} V_{j} .{ }^{11}$ So $\sigma$ maps $V^{\prime}$ to $\bigcap_{i \in[s]} H_{V_{P_{i}}}$. And for every $\boldsymbol{w} \in \bigcap_{i \in[s]} H_{V_{P_{i}}}$, the inverse

[^10]$\boldsymbol{c}=\left(\boldsymbol{c}_{0}, \ldots, \boldsymbol{c}_{L}\right)=\sigma^{-1}(\boldsymbol{w}) \in V$ satisfies that $A_{j} \boldsymbol{c}_{j}=A_{j^{\prime}} \boldsymbol{c}_{j^{\prime}}$ for $i \in[s]$ and $j, j^{\prime} \in P_{i}$ by the uniqueness of $\boldsymbol{c}$. So $\sigma$ restricts to an isomorphism from $V^{\prime}$ to $\bigcap_{i \in[s]} H_{V_{P_{i}}}$. Therefore,
\[

$$
\begin{align*}
\operatorname{dim} V^{\prime}=\operatorname{dim}\left(\bigcap_{i \in[s]} H_{V_{P_{i}}}\right) \geq \operatorname{dim}\left(\bigcap_{i \in[s]} W_{V_{P_{i}}}\right) & \stackrel{(56)}{\geq} \sum_{i=1}^{s} \operatorname{dim}\left(V_{P_{i}}\right)-(s-1)(n-k) \\
& \stackrel{(70)}{=} \operatorname{dim}\left(\bigcap_{0 \leq i \leq L} W_{V_{i}}\right) \tag{73}
\end{align*}
$$
\]

where the second step uses Corollary 6.2. Then $\operatorname{dim}\left(\bigcap_{0 \leq i \leq L} H_{V_{i}}\right)>\operatorname{dim}\left(\bigcap_{0 \leq i \leq L} W_{V_{i}}\right)$ by (71), (72), and (73). So $C^{\perp}$ is not $\operatorname{MRD}(\ell+1)$.

Combining Theorem 6.4 and Theorem 6.5 proves Theorem 1.14.

## 7 Putting It Together

The last tool we need is the duality of Gabidulin codes, as stated by the following theorem. For the proof, see $\left[\mathrm{BHL}^{+} 22\right.$, Lemma 2.7.2]. ${ }^{12}$

Theorem 7.1 (Duality of Gabidulin codes). Let $\mathbb{F}$ be an extension field of $\mathbb{F}_{q}$, and let $\alpha_{1}, \ldots, \alpha_{n} \in \mathbb{F}$ be linearly independent over $\mathbb{F}_{q}$. Then there exists $\left(\beta_{1}, \ldots, \beta_{n}\right) \in \mathbb{F}^{n} \backslash\{0\}$ such that

$$
\begin{equation*}
\sum_{i=1}^{n} \alpha_{i}^{q^{j-1}} \beta_{i}^{q^{h-1}}=0 \quad \text { for }(j, h) \in[k] \times[n-k] . \tag{74}
\end{equation*}
$$

The choice of $\left(\beta_{1}, \ldots, \beta_{n}\right)$ satisfying (74) is unique up to a scalar in $\mathbb{F} \backslash\{0\}$. Moreover, $\beta_{1}, \ldots, \beta_{n}$ are linearly independent over $\mathbb{F}_{q}$, and $\left(\beta_{j}^{q^{i-1}}\right)_{i \in[n-k], j \in[n]}$ is a parity check matrix of $\mathcal{G}_{n, k}\left(\alpha_{1}, \ldots, \alpha_{n}\right)$, i.e.,

$$
\mathcal{G}_{n, k}\left(\alpha_{1}, \ldots, \alpha_{n}\right)^{\perp}=\mathcal{G}_{n, n-k}\left(\beta_{1}, \ldots, \beta_{n}\right) .
$$

We are now ready to prove our main theorems (Theorem 1.3 and Corollary 1.4) on the list decodability of random Gabidulin codes:

Theorem 7.2. Let $\delta>0$. Let $1 \leq k \leq n \leq m$ be integers such that $q^{m} \geq 3(n-k) q^{n k \cdot \min \{\ell+1, k\}+k} / \delta$. Let $\ell \in[k]$. Let $\left(\alpha_{1}, \ldots, \alpha_{n}\right)$ be uniformly distributed over the set of all vectors in $\mathbb{F}_{q^{m}}^{n}$ whose coordinates are linearly independent over $\mathbb{F}_{q}$. Then it holds with probability at least $1-\delta$ that the Gabidulin code $\mathcal{G}_{n, k}\left(\alpha_{1}, \ldots, \alpha_{n}\right)$ over $\mathbb{F}_{q^{m}}$ is $\operatorname{LD}-\operatorname{MRD}(\leq \ell)$, i.e., it is $\left(\frac{L}{L+1}(1-k / n), L\right)$-average radius list decodable (and hence also $\left(\frac{L}{L+1}(1-k / n), L\right)$-list decodable) for all $L \in[\ell]$.

Proof. Let $S$ be the set of all $\left(\alpha_{1}, \ldots, \alpha_{n}\right) \in \mathbb{F}^{n}$ whose coordinates are linearly independent over $\mathbb{F}_{q}$. Define an equivalence relation $\sim$ on $S$ by letting $\alpha \sim \alpha^{\prime}$ iff $\alpha=c \alpha^{\prime}$ for some $c \in \mathbb{F} \backslash\{0\}$. Denote the equivalence class of $\alpha$ by $[\alpha]$ and denote the set of the equivalence classes by $S / \sim$. By Theorem 7.1, for $\alpha=\left(\alpha_{1}, \ldots, \alpha_{n}\right) \in S$, we can find its dual basis $\beta=\left(\beta_{1}, \ldots, \beta_{n}\right) \in S$ by solving (74), and $[\beta]$ is uniquely determined by $\alpha$. Also note that scaling $\alpha$ does not affect $[\beta]$. So we obtain a map from $S / \sim$ to itself that sends $[\alpha]$ to $[\beta]$, where $\alpha$ and $\beta$ satisfy Theorem 7.1. Moreover, by

[^11]applying Theorem 7.1 again, but with $k$ replaced by $n-k$, we can solve $\alpha$ from $\beta$ using (74) and hence get the map $[\beta] \mapsto[\alpha]$. The two maps are inverse to each other by definition. So the map $[\alpha] \mapsto[\beta]$ is a permutation of $S / \sim$.

Now let $\alpha$ be uniformly distributed over $S$. From the discussion above, we see that $[\beta]$, which is uniquely determined by $\alpha$ via (74), is uniformly distributed over $S / \sim$. Moreover, the Gabidulin code $\mathcal{G}_{n, n-k}\left(\beta_{1}, \ldots, \beta_{n}\right)$ depends only on the equivalence class $[\beta]$ of $\beta=\left(\beta_{1}, \ldots, \beta_{n}\right)$, since scaling $\beta$ corresponds to scaling the rows of the generator matrix $\left(\beta_{j}^{q^{i-1}}\right)_{i \in[n-k], j \in[n]}$, which does not change the code.

By Corollary 1.15, the Gabidulin code $\mathcal{G}_{n, k}\left(\alpha_{1}, \ldots, \alpha_{n}\right)$ is LD-MRD $(\leq \ell)$ iff its dual code $\mathcal{G}_{n, n-k}\left(\beta_{1}, \ldots, \beta_{n}\right)$ is $\operatorname{GKP}(\ell+1)$. As $[\beta]$ is uniformly distributed over $S / \sim$, by Theorem 4.2, $\mathcal{G}_{n, n-k}\left(\beta_{1}, \ldots, \beta_{n}\right)$ is $\operatorname{GKP}(\ell+1)$ with probability at least $1-3(n-k) q^{n k \cdot \min \{\ell+1, k\}+k-m} \geq 1-\delta$. Therefore, $\mathcal{G}_{n, k}\left(\alpha_{1}, \ldots, \alpha_{n}\right)$ is LD-MRD $(\leq \ell)$ with the same probability.

Setting $\ell=\left\lceil\frac{1-R-\varepsilon}{\varepsilon}\right\rceil \leq \frac{1-R}{\varepsilon}$, by Theorem 7.2, we obtain the following corollary, which shows that random Gabidulin codes achieve list decoding capacity in the rank metric with high probability.
Corollary 7.3. Let $\delta>0$. Let $1 \leq k \leq n \leq m$ with $q^{m} \geq 3(n-k) q^{n k \cdot \min \{(1-k / n) / \varepsilon+1, k\}+k} / \delta$. Let $\varepsilon>0$ and let $\left(\alpha_{1}, \ldots, \alpha_{n}\right)$ be uniformly distributed over the set of all vectors in $\mathbb{F}_{q^{m}}^{n}$ whose coordinates are linearly independent over $\mathbb{F}_{q}$. Then it holds with probability at least $1-\delta$ that the Gabidulin code $\mathcal{G}_{n, k}\left(\alpha_{1}, \ldots, \alpha_{n}\right)$ over $\mathbb{F}_{q^{m}}$ is $\left(1-R-\varepsilon, \frac{1-R}{\varepsilon}\right)$-average radius list decodable (and hence also ( $1-R-\varepsilon, \frac{1-R}{\varepsilon}$ )-list decodable) in the rank metric, where $R=k / n$ is the rate of the code.

We conclude this section with a discussion about the symbolic Gabidulin code $\mathcal{G}_{n, k}\left(Z_{1}, \ldots, Z_{n}\right)$. By Theorem 4.1 and Theorem 1.13, $\mathcal{G}_{n, k}\left(Z_{1}, \ldots, Z_{n}\right)$ is $\operatorname{GKP}(\ell)$ and $\operatorname{MRD}(\ell)$ for all $\ell$. It is also $\operatorname{LD}-\operatorname{MRD}(\leq \ell)$ for all $\ell$, which can be shown via a proof strategy similar to that of Theorem 7.2. The key difference is that we need to argue that certain elements $Y_{1}, \ldots, Y_{n} \in \mathbb{F}_{q}\left(Z_{1}, \ldots, Z_{n}\right)$, which form a dual basis of $Z_{1}, \ldots, Z_{n}$, are algebraically independent over $\mathbb{F}_{q}$, so that no nonzero polynomial over $\mathbb{F}_{q}$ can vanish at $\left(Y_{1}, \ldots, Y_{n}\right)$. For this, we need to pass to the projective space $\mathbb{P}^{n}$ over $\mathbb{F}_{q}$ and view the maps $[\alpha] \mapsto[\beta]$ and $[\beta] \mapsto[\alpha]$ as well-defined morphisms that are inverse to each other (over dense open subsets of $\mathbb{P}^{n}$ ). These morphisms must preserve dimension and, consequently, algebraic independence. The details are omitted.

## 8 Conclusions and Future Directions

In this paper, we have proved that, with high probability, a random Gabidulin code $C \subseteq \mathbb{F}_{q^{m}}^{n}$ is list decodable, and even average-radius list decodable, up to the optimal generalized Singleton bound when $m$ is large enough. Our result requires that $m=\Omega_{\ell}\left(n^{2}\right)$, which is optimal up to a factor depending only on $\ell$, as demonstrated by our lower bound. In achieving this, we have formulated various notions of higher-order MRD codes and established their equivalence, analogous to the work of Brakensiek, Gopi, and Makam [BGM23]. We have also proved the GM-MRD theorem, which is an essential ingredient for our main results.

We conclude with the following potential future directions: (1) Are there explicit constructions of Gabidulin codes whose parameters match or come close to those achieved in Theorem 1.3? (2) Is it possible to reduce the parameter $m$ by slightly compromising the rate of the code, in a manner analogous to the work of Guo and Zhang [GZ23], and Alrabiah, Guruswami, and Li [AGL23]?
(3) Inspired by the work of [BDG23], we propose a similar conjecture below, which we call the "ultimate GM-MRD conjecture."

Conjecture 8.1 (Ultimate GM-MRD conjecture). Let $C \in \mathbb{F}_{q^{m}}^{N}$ be any $[N, k]$ MRD code with a generator matrix $G \in \mathbb{F}_{q^{m}}^{k \times N}$. Let $C^{\prime}$ be the $[n, k]$ code defined by the generator matrix $G^{\prime}:=G A$, where $A \in \mathbb{F}_{q}^{N \times n}$ is a randomly sampled full rank matrix. Then, with probability $1-o_{N}(1)$, the code $C^{\prime}$ is $\operatorname{GKP}(\ell)$ for all $\ell \geq 1$.

## References

[AGL23] Omar Alrabiah, Venkatesan Guruswami, and Ray Li. Randomly punctured ReedSolomon codes achieve list-decoding capacity over linear-sized fields. arXiv preprint arXiv:2304.09445, 2023. To appear in STOC 2024.
[AGL24] Omar Alrabiah, Venkatesan Guruswami, and Ray Li. AG codes have no list-decoding friends: Approaching the generalized Singleton bound requires exponential alphabets. In Proceedings of the 2024 Annual ACM-SIAM Symposium on Discrete Algorithms (SODA), pages 1367-1378. SIAM, 2024.
[AMAB ${ }^{+}$19a] C. Aguilar-Melchor, N. Aragon, M. Bardet, S. Bettaieb, L. Bidoux, O. Blazy, J. Deneuville, P. Gaborit, A. Hauteville, A. Otmani, O. Ruatta, J. Tillich, and G. Zemor. Rollo-rank-ouroboros, lake \& locker. Second round submission to the NIST post-quantum cryptography call., 2019.
[AMAB ${ }^{+}$19b] C. Aguilar-Melchor, N. Aragon, S. Bettaieb, L. Bidoux, O. Blazy, J. Deneuville, P. Gaborit, G. Zemor, A. Couvreur, and A. Hauteville. Rank quasi cyclic (rqc). Second round submission to the NIST post-quantum cryptography call., 2019.
$\left[\mathrm{BBB}^{+} 20\right]$ Magali Bardet, Pierre Briaud, Maxime Bros, Philippe Gaborit, Vincent Neiger, Olivier Ruatta, and Jean-Pierre Tillich. An algebraic attack on rank metric codebased cryptosystems. In Anne Canteaut and Yuval Ishai, editors, Advances in Cryptology - EUROCRYPT 2020, volume 12107 of Lecture Notes in Computer Science, pages 64-93. Springer, 2020.
$\left[\mathrm{BBC}^{+} 20\right] \quad$ Magali Bardet, Maxime Bros, Daniel Cabarcas, Philippe Gaborit, Ray A. Perlner, Daniel Smith-Tone, Jean-Pierre Tillich, and Javier A. Verbel. Improvements of algebraic attacks for solving the rank decoding and minrank problems. In Shiho Moriai and Huaxiong Wang, editors, Advances in Cryptology - ASIACRYPT 2020, volume 12491 of Lecture Notes in Computer Science, pages 507-536. Springer, 2020.
[BDG23] Joshua Brakensiek, Manik Dhar, and Sivakanth Gopi. Generalized GM-MDS: Polynomial codes are higher order MDS. arXiv preprint arXiv:2310.12888, 2023. To appear in STOC 2024.
[BDGZ23] Joshua Brakensiek, Manik Dhar, Sivakanth Gopi, and Zihan Zhang. AG codes achieve list decoding capacity over constant-sized fields. arXiv preprint arXiv:2310.12898, 2023. To appear in STOC 2024.
[BGM22] Joshua Brakensiek, Sivakanth Gopi, and Visu Makam. Lower bounds for maximally recoverable tensor codes and higher order MDS codes. IEEE Transactions on Information Theory, 68(11):7125-7140, 2022.
[BGM23] Joshua Brakensiek, Sivakanth Gopi, and Visu Makam. Generic Reed-Solomon codes achieve list-decoding capacity. In Proceedings of the 55th Annual ACM Symposium on Theory of Computing, pages 1488-1501, 2023.
[ $\left.\mathrm{BHL}^{+} 22\right]$ Hannes Bartz, Lukas Holzbaur, Hedongliang Liu, Sven Puchinger, Julian Renner, Antonia Wachter-Zeh, et al. Rank-metric codes and their applications. Foundations and Trends® in Communications and Information Theory, 19(3):390-546, 2022.
[CDS11] Mahdi Cheraghchi, Fredric Didier, and Amin Shokrollahi. Invertible extractors and wiretap protocols. IEEE Transactions on Information Theory, 58(2):1254-1274, 2011.
[CS96] Florent Chabaud and Jacques Stern. The cryptographic security of the syndrome decoding problem for rank distance codes. In Kwangjo Kim and Tsutomu Matsumoto, editors, Avances in Cryptology - ASIACRYPT '96,, volume 1163 of Lecture Notes in Computer Science, pages 368-381. Springer, 1996.
[Del78] Philippe Delsarte. Bilinear forms over a finite field, with applications to coding theory. J. Comb. Theory, Ser. A, 25(3):226-241, 1978.
[Din14] Yang Ding. On list-decodability of random rank metric codes and subspace codes. IEEE Transactions on Information Theory, 61(1):51-59, 2014.
[DSY14a] Son Hoang Dau, Wentu Song, and Chau Yuen. On simple multiple access networks. IEEE Journal on Selected Areas in Communications, 33(2):236-249, 2014.
[DSY14b] Son Hoang Dau, Wentu Song, and Chau Yuen. On the existence of MDS codes over small fields with constrained generator matrices. In 2014 IEEE International Symposium on Information Theory, pages 1787-1791. IEEE, 2014.
[FG15] Michael A. Forbes and Venkatesan Guruswami. Dimension Expanders via Rank Condensers. In Approximation, Randomization, and Combinatorial Optimization. Algorithms and Techniques (APPROX/RANDOM 2015), pages 800-814, 2015.
[FKS22] Asaf Ferber, Matthew Kwan, and Lisa Sauermann. List-decodability with large radius for Reed-Solomon codes. IEEE Trans. Inf. Theory, 68(6):3823-3828, 2022.
[FL05] Cédric Faure and Pierre Loidreau. A new public-key cryptosystem based on the problem of reconstructing $p$-polynomials. In Øyvind Ytrehus, editor, Coding and Cryptography, International Workshop, WCC 2005, Bergen, Norway, March 14-18, 2005. Revised Selected Papers, volume 3969 of Lecture Notes in Computer Science, pages 304-315. Springer, 2005.
[FS12] Michael A Forbes and Amir Shpilka. On identity testing of tensors, low-rank recovery and compressed sensing. In Proceedings of the forty-fourth annual ACM symposium on Theory of computing, pages 163-172, 2012.
[Gab85] Ernst Gabidulin. Theory of codes with maximum rank distance (translation). Problems of Information Transmission, 21:1-12, 011985.
[GHK10] Venkatesan Guruswami, Johan Håstad, and Swastik Kopparty. On the listdecodability of random linear codes. In Leonard J. Schulman, editor, Proceedings
of the 42nd ACM Symposium on Theory of Computing, STOC 2010, Cambridge, Massachusetts, USA, 5-8 June 2010, pages 409-416. ACM, 2010.
[Gib95] J. K. Gibson. Severely denting the Gabidulin version of the Mceliece public key cryptosystem. Designs, Codes and Cryptography, pages 37-45, 1995.
[Gib96] J. K. Gibson. The security of the Gabidulin public-key cryptosystem. In Advances in Cryptology - EUROCRYPT'96, LNCS 1070,. Springer, 1996.
[GK13] Venkatesan Guruswami and Swastik Kopparty. Explicit subspace designs. In 54th Annual IEEE Symposium on Foundations of Computer Science, FOCS 2013, 26-29 October, 2013, Berkeley, CA, USA, pages 608-617. IEEE Computer Society, 2013.
[GLS ${ }^{+}$21] Zeyu Guo, Ray Li, Chong Shangguan, Itzhak Tamo, and Mary Wootters. Improved list-decodability and list-recoverability of Reed-Solomon codes via tree packings: [extended abstract]. In 62nd IEEE Annual Symposium on Foundations of Computer Science, FOCS 2021, Denver, CO, USA, February 7-10, 2022, pages 708-719. IEEE, 2021.
[Gos97] David Goss. Basic Structures of Function Field Arithmetic. Springer Science \& Business Media, 1997.
[GR18] Venkatesan Guruswami and Nicolas Resch. On the list-decodability of random linear rank-metric codes. In 2018 IEEE International Symposium on Information Theory, ISIT 2018, Vail, CO, USA, June 17-22, 2018, pages 1505-1509. IEEE, 2018.
[GRX21] Venkatesan Guruswami, Nicolas Resch, and Chaoping Xing. Lossless dimension expanders via linearized polynomials and subspace designs. Comb., 41(4):545-579, 2021.
[GS99] Venkatesan Guruswami and Madhu Sudan. Improved decoding of reed-solomon and algebraic-geometry codes. IEEE Trans. Inf. Theory, 45(6):1757-1767, 1999.
[GST23] Eitan Goldberg, Chong Shangguan, and Itzhak Tamo. List-decoding and listrecovery of Reed-Solomon codes beyond the Johnson radius for every rate. IEEE Trans. Inf. Theory, 69(4):2261-2268, 2023.
[GUV09] Venkatesan Guruswami, Christopher Umans, and Salil Vadhan. Unbalanced expanders and randomness extractors from parvaresh-vardy codes. Journal of the ACM (JACM), 56(4):1-34, 2009.
[GVJZ23] Zeyu Guo, Ben Lee Volk, Akhil Jalan, and David Zuckerman. Extractors for images of varieties. In Proceedings of the 55th Annual ACM Symposium on Theory of Computing, pages 46-59, 2023.
[GWX16] Venkatesan Guruswami, Carol Wang, and Chaoping Xing. Explicit list-decodable rank-metric and subspace codes via subspace designs. IEEE Trans. Inf. Theory, 62(5):2707-2718, 2016.
[GX13] Venkatesan Guruswami and Chaoping Xing. List decoding Reed-Solomon, algebraicgeometric, and Gabidulin subcodes up to the Singleton bound. In Dan Boneh, Tim Roughgarden, and Joan Feigenbaum, editors, Symposium on Theory of Computing

Conference, STOC'13, Palo Alto, CA, USA, June 1-4, 2013, pages 843-852. ACM, 2013.
[GZ23] Zeyu Guo and Zihan Zhang. Randomly punctured Reed-Solomon codes achieve the list decoding capacity over polynomial-size alphabets. In 2023 IEEE 64 th Annual Symposium on Foundations of Computer Science (FOCS), pages 164-176, 2023.
[KK07] R. Koetter and F. R. Kschischang. Coding for errors and erasures in random network coding. In IEEE International Symposium on Information Theory (ISIT 2007), pages 791-795. IEEE, 2007.
[KK08] Ralf Koetter and Frank R. Kschischang. Coding for errors and erasures in random network coding. IEEE Trans. Inf. Theory, 54(8):3579-3591, 2008.
[LGB03] Paul Lusina, Ernst Gabidulin, and Martin Bossert. Maximum rank distance codes as space-time codes. IEEE Transactions on Information Theory, 49(10):2757-2760, 2003.
[LK05] Hsiao-feng Lu and P Vijay Kumar. A unified construction of space-time codes with optimal rate-diversity tradeoff. IEEE Transactions on Information Theory, 51(5):1709-1730, 2005.
[Loi10] Pierre Loidreau. Designing a rank metric based mceliece cryptosystem. In PostQuantum Cryptography: Third International Workshop, PQCrypto 2010, Darmstadt, Germany, May 25-28, 2010. Proceedings 3, pages 142-152. Springer, 2010.
[Loi17] Pierre Loidreau. A new rank metric codes based encryption scheme. In PostQuantum Cryptography: 8th International Workshop, PQCrypto 2017, Utrecht, The Netherlands, June 26-28, 2017, Proceedings 8, pages 3-17. Springer, 2017.
[Lov18] Shachar Lovett. MDS matrices over small fields: A proof of the GM-MDS conjecture. In 2018 IEEE 59th Annual Symposium on Foundations of Computer Science (FOCS), pages 194-199. IEEE, 2018.
[LXY23] Shu Liu, Chaoping Xing, and Chen Yuan. List decoding of rank-metric codes with row-to-column ratio bigger than $1 / 2$. In Kousha Etessami, Uriel Feige, and Gabriele Puppis, editors, 50th International Colloquium on Automata, Languages, and Programming, ICALP 2023, July 10-14, 2023, Paderborn, Germany, volume 261 of LIPIcs, pages 89:1-89:14. Schloss Dagstuhl - Leibniz-Zentrum für Informatik, 2023.
[Naj19] Elle Najt. When does intersection commute with tensor product. Mathematics Stack Exchange, 2019. URL: https://math. stackexchange.com/q/2299480 (version: 2019-02-19).
[PT91] A. V. Paramonov and O. V. Tretjakov. An analogue of berlekamp-massey algorithms for decoding codes in rank metric. Moscow Institute of Physics and Technology, 1991.
$\left[\mathrm{RJB}^{+} 20\right] \quad$ Julian Renner, Thomas Jerkovits, Hannes Bartz, Sven Puchinger, Pierre Loidreau, and Antonia Wachter-Zeh. Randomized decoding of gabidulin codes beyond the unique decoding radius. In Jintai Ding and Jean-Pierre Tillich, editors, PQCrypto 2020, volume 12100 of Lecture Notes in Computer Science, pages 3-19. Springer, 2020.
[Rot91] Ron M Roth. Maximum-rank array codes and their application to crisscross error correction. IEEE transactions on Information Theory, 37(2):328-336, 1991.
[Rot22] Ron M Roth. Higher-order MDS codes. IEEE Transactions on Information Theory, 68(12):7798-7816, 2022.
[RPW21] Julian Renner, Sven Puchinger, and Antonia Wachter-Zeh. LIGA: a cryptosystem based on the hardness of rank-metric list and interleaved decoding. Des. Codes Cryptogr., 89(6):1279-1319, 2021.
[RW14] Atri Rudra and Mary Wootters. Every list-decodable code for high noise has abundant near-optimal rate puncturings. In Proceedings of the forty-sixth annual ACM symposium on Theory of computing, pages 764-773, 2014.
[RWZ16] Netanel Raviv and Antonia Wachter-Zeh. Some Gabidulin codes cannot be list decoded efficiently at any radius. IEEE Transactions on Information Theory, 62(4):1605-1615, 2016.
[RWZ17] Netanel Raviv and Antonia Wachter-Zeh. A correction to "some Gabidulin codes cannot be list decoded efficiently at any radius". IEEE Transactions on Information Theory, 63(4):2623-2624, 2017.
[RZVW24] Noga Ron-Zewi, S Venkitesh, and Mary Wootters. Efficient list-decoding of polynomial ideal codes with optimal list size. arXiv preprint arXiv:2401.14517, 2024.
[Sin64] Richard Singleton. Maximum distance q-nary codes. IEEE Transactions on Information Theory, 10(2):116-118, 1964.
[SK09] D. Silva and F. R. Kschischang. Fast encoding and decoding of Gabidulin codes. In IEEE International Symposium on Information Theory (ISIT 2009). IEEE, 2009.
[SKK08] D. Silva, F.R. Kschischang, and R. Koetter. A rank-metric approach to error control in random network coding. IEEE Transactions on Information Theory, 54(9):39513967, 2008.
[ST20] Chong Shangguan and Itzhak Tamo. Combinatorial list-decoding of Reed-Solomon codes beyond the Johnson radius. In Proceedings of the 52nd Annual ACM SIGACT Symposium on Theory of Computing, pages 538-551, 2020.
[Tao23] Terence Tao. Topics in random matrix theory, volume 132. American Mathematical Society, 2023.
[Vad12] Salil P. Vadhan. Pseudorandomness. Foundations and Trends® in Theoretical Computer Science, 7(1-3):1-336, 2012.
[Wac13] Antonia Wachter-Zeh. Bounds on list decoding of rank-metric codes. IEEE Trans. Inf. Theory, 59(11):7268-7277, 2013.
[XY18] Chaoping Xing and Chen Yuan. A new class of rank-metric codes and their list decoding beyond the unique decoding radius. IEEE Trans. Inf. Theory, 64(5):33943402, 2018.
[YH19a] Hikmet Yildiz and Babak Hassibi. Gabidulin codes with support constrained generator matrices. IEEE Transactions on Information Theory, 66(6):3638-3649, 2019.
[YH19b] Hikmet Yildiz and Babak Hassibi. Optimum linear codes with support-constrained generator matrices over small fields. IEEE Transactions on Information Theory, 65(12):7868-7875, 2019.
[YRH20] Hikmet Yildiz, Netanel Raviv, and Babak Hassibi. Support constrained generator matrices of Gabidulin codes in characteristic zero. In 2020 IEEE International Symposium on Information Theory (ISIT), pages 60-65. IEEE, 2020.
[YS13] Muxi Yan and Alex Sprintson. Algorithms for weakly secure data exchange. In 2013 International Symposium on Network Coding (NetCod), pages 1-6. IEEE, 2013.
[YSZ14] Muxi Yan, Alex Sprintson, and Igor Zelenko. Weakly secure data exchange with generalized reed solomon codes. In 2014 IEEE International Symposium on Information Theory, pages 1366-1370. IEEE, 2014.

## A Field Size Lower Bound for LD-MRD $(\ell)$

We prove a lower bound on the field size of $\operatorname{LD}-\operatorname{MRD}(\ell)$ codes by adapting the argument in [AGL24].
Theorem A.1. Let $\ell \geq 2$. For any $r \in[0,1]$, any MRD code $C \subseteq \mathbb{F}_{q^{m}}^{n}$ of rate $R$ that is $\left(\frac{\ell(1-R)}{\ell+1}, \ell\right)$ -avearge-radius list-decodable must have $m=\Omega_{\ell}((n R-1)(n-\ell-n R+1))$, which is $\Omega_{\ell}\left(n^{2}\right)$ if the rate $R$ of $C$ is in $[c, 1-c-\ell / n]$ for some constant $c>0$.
Proof. Fix a subspace $V_{0} \subseteq \mathbb{F}_{q}^{n}$ of dimension $\ell$. Choose a subspace $\bar{V}_{0}$ such that $V_{0} \oplus \bar{V}_{0}=\mathbb{F}_{q}^{n}$. Assume the minimum distance of $C$ is $d$. As $C$ is MRD, the size of $C$ is $q^{m(n-d+1)}$ [Del78, Theorem 5.4]. Let $k=n-d+1=n R$. For any two distinct codewords $M_{1}, M_{2} \in C$ (viewed as matrices in $\mathbb{F}_{q}^{m \times n}$ ), we have $\operatorname{rank}\left(M_{1}-M_{2}\right) \geq d=n-k+1$. Let $\mathcal{F}$ be the collection of subspaces $V \subseteq \bar{V}_{0}$ of dimension $k-1$. The size of $\mathcal{F}$ is the number of subspaces of dimension $k-1$ contained in a subspace of dimension $n-\ell$, which is at least $q^{(n-\ell-k+1)(k-1)}$. It suffices to prove that $\ell q^{\ell m} \geq|\mathcal{F}| / 2$, as this would imply $m=\Omega_{\ell}((k-1)(n-\ell-k+1))$.

Assume to the contrary that $\ell q^{\ell m}<|\mathcal{F}| / 2$. Let $M$ be uniformly distributed from $C$. For a fixed subspace $V \in \mathcal{F}$, let $A \in \mathbb{F}_{q}^{n \times(k-1)}$ such that $\langle A\rangle=V$. Let $E_{V}$ be the event that there exists a codeword $M_{1} \in C$ different from $M$ such that $M A=M_{1} A$, i.e., $\left(M-M_{1}\right) A=0$. If $E_{V}$ does not hold, then $M$ is uniquely determined by $M A \in \mathbb{F}_{q}^{m \times(k-1)}$. As the number of possible values of $M A$ is at most $q^{(k-1) m}$ and $|C|=q^{m k}$, we have

$$
\operatorname{Pr}\left[\neg E_{V}\right] \leq \frac{q^{m(k-1)}}{q^{m k}}=q^{-m}
$$

Therefore, over random $M \in C$, the expected number of $V \in \mathcal{F}$ such that $E_{V}$ happens is $\sum_{V \in \mathcal{F}}(1-$ $\left.\operatorname{Pr}\left[\neg E_{V}\right]\right) \geq|\mathcal{F}| / 2$. Then, we can fix a codeword $M \in C$ such that the size of the set

$$
\mathcal{F}_{M}:=\left\{V \in \mathcal{F}: E_{V} \text { happens }\right\}
$$

is at least $|\mathcal{F}| / 2$.
Let $A_{0} \in \mathbb{F}_{q}^{n \times \ell}$ such that $\left\langle A_{0}\right\rangle=V_{0}$. By the definition of $\mathcal{F}_{M}$, for each $V \in \mathcal{F}_{M}$, there exists a codeword $M_{V} \neq M$ such that the kernel subspace of $M-M_{V}$ contains $V$. Since $M_{V} A_{0} \in \mathbb{F}_{q}^{m \times \ell}$ for any codeword $M_{V}$ and $\ell q^{\ell m}<|\mathcal{F}| / 2 \leq\left|\mathcal{F}_{M}\right|$, by the pigeonhole principle, there exists distinct $V_{1}, \ldots, V_{\ell} \in \mathcal{F}_{M}$ such that $M_{V_{1}} A_{0}=\cdots=M_{V_{\ell}} A_{0}$. Moreover, by the definition of $\mathcal{F}_{M}$, for $i=$ $1, \ldots, \ell$, there exists $A_{i} \in \mathbb{F}_{q}^{n \times(k-1)}$ with $\left\langle A_{i}\right\rangle=V_{i}$ such that $\left(M-M_{V_{i}}\right) A_{i}=0$.

Assume $M_{V_{i}}=M_{V_{j}}$ for some $i \neq j$. Then $\left(M-M_{V_{i}}\right) A_{i}=0$ and $\left(M-M_{V_{i}}\right) A_{j}=0$. Let $A \in \mathbb{F}_{q}^{n \times \operatorname{dim}\left(V_{i}+V_{j}\right)}$ such that $\langle A\rangle=V_{i}+V_{j}$. As the columns of $A$ are in $V_{i}+V_{j}=\left\langle A_{i}\right\rangle+\left\langle A_{j}\right\rangle$, we have $\left(M-M_{V_{i}}\right) A=0$, i.e., $V_{i}+V_{j}$ is contained in the kernel subspace of $M-M_{V_{i}}$. Since $M$ and $M_{V_{i}}$ are in the MRD code $C$, we have $\operatorname{rank}\left(M-M_{V_{i}}\right) \geq n-k+1$. This implies that the kernel subspace of $M-M_{V_{i}}$ is at most $k-1$. $\operatorname{So} \operatorname{dim}\left(V_{i}+V_{j}\right) \leq k-1$. However, as $V_{i} \neq V_{j}$ and $\operatorname{dim} V_{i}=\operatorname{dim} V_{j}=k-1$, we have $\operatorname{dim}\left(V_{i}+V_{j}\right) \geq k$, which yields a contradiction. Thus, we conclude that $M_{V_{1}}, \ldots, M_{V_{\ell}}$ are all distinct.

Since $\bar{V}_{0} \cap V_{0}=\{0\}$, there exists $B_{0} \in \mathbb{F}_{q}^{n \times(n-\ell)}$ such that $\left\langle B_{0}\right\rangle=\bar{V}_{0}$ and $\left(\begin{array}{ll}A_{0} & B_{0}\end{array}\right) \in \mathbb{F}_{q}^{n \times n}$ has full rank. Let $Y \in \mathbb{F}_{q}^{m \times n}$ such that $\left(M_{V_{1}}-Y\right) A_{0}=\cdots=\left(M_{V_{\ell}}-Y\right) A_{0}=0$ and $(M-Y) B_{0}=0$. This can be achieved by choosing $Y=\left(\begin{array}{ll}M_{V_{1}} A_{0} & M B_{0}\end{array}\right)\left(\begin{array}{ll}A_{0} & B_{0}\end{array}\right)^{-1}$.

For $i \in[\ell]$, we have $(M-Y) A_{i}=0$ since $\left\langle A_{i}\right\rangle=V_{i}, V_{i} \subseteq \bar{V}_{0}, \bar{V}_{0}=\left\langle B_{0}\right\rangle$, and $(M-Y) B_{0}=0$. And for $i \in[\ell]$, we know $\left(M-M_{V_{i}}\right) A_{i}=0$, which implies

$$
\left(M_{V_{i}}-Y\right) A_{i}=\left(M_{V_{i}}-M\right) A_{i}+(M-Y) A_{i}=0 \quad \text { and } \quad\left(M_{V_{i}}-Y\right) A_{0}=0
$$

Since $V_{0} \cap\left\langle V_{i}\right\rangle \subseteq V_{0} \cap \bar{V}_{0}=\{0\}$ for $i \in[\ell]$, we have $\operatorname{dim}\left(V_{0}+V_{i}\right)=\operatorname{dim} V_{0}+\operatorname{dim} V_{i}=\ell+k-1$ and hence

$$
\operatorname{rank}\left(M_{V_{i}}-Y\right) \leq n-(\ell+k-1) \leq n-k-1
$$

where we use the fact that $\ell \geq 2$. As $(M-Y) B_{0}=0$, we have $\operatorname{rank}(M-Y) \leq n-\operatorname{dim}\left(\bar{V}_{0}\right)=\ell$. It follows that

$$
\operatorname{rank}(M-Y)+\sum_{i=1}^{\ell} \operatorname{rank}\left(M_{V_{i}}-Y\right) \leq \ell+\ell(n-k-1)=\ell(n-k)
$$

which contradicts the claim that $C$ is $\left(\frac{\ell(1-k / n)}{\ell+1}, \ell\right)$-avearge-radius list-decodable.
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[^1]:    ${ }^{1}$ Combinatorial list decodability refers to the condition where the output list of candidate codewords, within the list decoding radius, is small, whereas algorithmic list decodability further requires that there exists an efficient algorithm outputting this list.
    ${ }^{2}$ Before the work of Shangguan and Tamo, Rudra and Wootters [RW14] were the first to show that random RS codes are list decodable beyond the Johnson radius for some parameter regimes. Their methodology is purely analytic instead of algebraic.

[^2]:    ${ }^{3}$ See Section 2 for the definition of $[n, k]_{\mathbb{F}_{q^{m}}}$-linear codes.

[^3]:    ${ }^{4}$ While we assume that $\left(\alpha_{1}, \ldots, \alpha_{n}\right)$ is sampled from the set of all vectors with $\mathbb{F}_{q}$-linearly independent coordinates, one can also sample it from the whole set $\mathbb{F}_{q^{m}}^{n}$ given that most vectors in this set have $\mathbb{F}_{q}$-linearly independent coordinates. This distinction is unimportant.

[^4]:    ${ }^{5}$ For a matrix $H \in \mathbb{F}_{q}^{n \times \ell}$, we denote $\langle H\rangle$ to be the linear subspace of $\mathbb{F}_{q}^{n}$ spanned by the columns of $H$.

[^5]:    ${ }^{6}$ We remark that when $\mathbb{F}=\mathbb{F}_{q^{m}}$, there exists a Singleton bound, $|C| \leq q^{m(n-d+1)}$, that also applies to nonlinear rank-metric codes $C \subseteq \mathbb{F}^{n}$ [Gab85]. However, this bound is given in terms of the size of the code, not the dimension, making it inapplicable when $\mathbb{F}$ is infinite.

[^6]:    ${ }^{7}$ We assume that the set of copies of each $V_{i}$ is disjoint from both the set of copies of any other $V_{i^{\prime}}$ (even if $V_{i}=V_{i^{\prime}}$ ) and the set of the additional $k-\sum_{j=1}^{\ell} \delta_{j}$ copies of $\{0\}$ (even if $V_{i}=\{0\}$ ).

[^7]:    ${ }^{8}$ Note that at least one partition becomes tight when (or before) $\operatorname{dim} V_{i}=k$ for all $i \in[k]$. This is because (1) if all $V_{i}$ have dimension $k$, then we would have $\sum_{i=1}^{\ell} \operatorname{dim} V_{i}=\ell k \geq(\ell-1) k+d$, and (2) replacing $V_{i}$ with $V_{i} \oplus \operatorname{span}(\boldsymbol{v})$ increases LHS of (22) by at most one.

[^8]:    ${ }^{9}$ The only difference is that when $r_{m}>1$, we replace $\left(V_{m}, r_{m}\right)$ by $\left(V_{m}, r_{m}-1\right)$; whereas when $r_{m}=1$, we remove the pair $\left(V_{m}, r_{m}\right)=\left(V_{m}, 1\right)$ and also decrease $m$ by one.

[^9]:    ${ }^{10}$ One can also prove $\operatorname{det}(M) \neq 0$ directly by adapting the proof of Theorem 4.1, avoiding the use of symbolic Gabidulin codes.

[^10]:    ${ }^{11}$ Each $V_{j}^{\prime}$ may be identified with $V_{j} \otimes_{\mathbb{F}_{q}} \mathbb{F}$. We are using the fact that $\bigcap_{j \in P_{i}}\left(V_{j} \otimes_{\mathbb{F}_{q}} \mathbb{F}\right)=\left(\bigcap_{j \in P_{i}} V_{j}\right) \otimes_{\mathbb{F}_{q}} \mathbb{F}$. See [Naj19].

[^11]:    ${ }^{12}\left[\mathrm{BHL}^{+} 22\right.$, Lemma 2.7.2] assumes $\mathbb{F}$ to be a finite extension over $\mathbb{F}_{q}$. However, the same proof applies to any extension field $\mathbb{F}$ of $\mathbb{F}_{q}$ without modification.

